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Abstract 

Mental health disorders and suicidality are rising among adolescents and young adults (A-YA) while rates of 

treatment engagement continue to remain low. Though the effectiveness of music therapy to enhance mental 

health is yet unknown for A-YA, the power of music to evoke emotions, facilitate communication, and 

promote relaxation suggests its promise. In this research study we discuss a multimodal music 

recommendation system which is capable of taking inputs in the form of a BFI-10 questionnaire, a series of 

self-view questions in the form of a survey, and an image of the user’s face in order to determine music 

preferences based on existing correlations between personality traits and taste in music, as an effort to make 

advancements in the field of music therapy.  

Keywords: music recommendation, convolutional neural networks, personality-based recommendation, 

facial expression analysis, music therapy 

1. Introduction 

UNICEF estimates that approximately 1 in every 

7 adolescents experience mental disorders, 

amounting to a total of 166 million individuals [1]. 

Moreover, researchers have concluded that mental 

health illnesses in high schoolers and college 

students are becoming more complex and serious 

day by day [2, 3]. Mental illnesses have also been 

shown to have negative effects on adult 

functioning in areas such as social relationships 

and participation in the workforce [4]. Hence, a 

need has arisen for effective solutions to the rising 

issue of mental health among A-YA. 

Recent studies have revealed that music can be 

used as a primary tool to diagnose mental health 

to observe visible improvements [5]. It helps 

adolescents to release inner stress and pain and 

express happiness, thereby serving as a means of 

decompression [6]. Music has also been shown to 

be able to mold emotions and influence actions in 

a positive way [7, 8]. Music Therapy can be 

considered as a pocket-friendly and accessible 

way to treat mental illnesses, especially in 

adolescents and young adults [9]. Music is already 

accessible to most youngsters on their 

smartphones, laptops and computers. In recent 

http://www.ijecs.in/
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years, recommendation systems have often been 

used as a means to present users with music 

appropriate to their tastes. These are essentially 

machine learning systems that use big data to 

suggest or recommend products to consumers. 

Research has also been conducted on methods to 

optimize such systems. The most commonly used 

approaches in such systems include Metadata 

Information Retrieval (Demographic-based 

Model), Signal-Based Music Information 

Retrieval, Emotion-Based models and Context-

Based Models [10, 11].  

There may be many external indicators to one’s 

tastes in music like personality, self-views and 

facial expressions which can help us identify their 

preferences [12,13]. While all these factors have 

been studied extensively, little research has been 

conducted on promptly combining them and 

creating a hybrid model. Facial expressions, 

emotions, and a person’s personality have also 

been proved to be interrelated. Therefore, we 

sought to create a music recommender system 

employing multimodal inputs. The study’s 

primary hypothesis was that we can utilize 

existing relations between various factors and map 

them to their correspondence with music 

preferences in order to develop a robust 

recommendation system customized for helping 

adolescents and young adults who suffer from 

mental health issues. 

2. Methods 

2.1 Datasets   

The Affect Net Dataset prepared by Mollhosseini, 

Hasani and Mahoor was used by the authors for 

the purpose of emotion recognition [14]. An open-

access version of the database uploaded by Noam 

Segal on Kaggle was obtained. The dataset 

contains half a million images labeled on 8 basic 

emotions: Sad, Happy, Angry, Neutral, Fear, 

Surprise, Disgust and Contempt with a resolution 

of 96x96 pixels. It also shows the percentage of 

the expressed emotion and quantifies the arousal. 

This dataset was used to link facial expressions 

with emotion and arousal, which can be further 

used to obtain the user’s music preferences [15]. 

The SCUT-FBP550 V2 Dataset uploaded to 

Kaggle by Pranav Chandane was obtained by the 

authors [16]. This dataset was originally prepared 

as the premier benchmark dataset for multi-

paradigm facial beauty detection. The dataset 

contains 5500 350 x 350 RGB images of male and 

female faces with diverse properties (male/female, 

Asian/Caucasian, ages) and diverse labels (face 

landmarks, beauty scores within [1-3], beauty 

score distribution) [17]. This dataset was used in 

order to predict the user’s music preferences since 

attractiveness and music tastes have been shown 

to be directly interrelated. 

The "Top 10000 Songs on Spotify" Dataset 

prepared by Joakin Arvidsson was obtained from 

Kaggle as the main music database for the model 

[18]. This dataset was curated based on rankings 

from both the ARIA (Australian Recording 

Industry Association) and Billboard charts from 

1960-2023 in order to ensure a diverse 

representation of songs that have gained 

popularity across the world. It contains the 

following features for 10000 songs arranged in the 

form of a .csv file: Track URI, Track Name, Artist 

URI(s), Artist Name(s), Album URI, Album 

Name, Album Artist URI(s), Album Artist 

Name(s), Album Release Date, Album Image URI, 

Disc Number, Track Number, Track Duration(ms), 

Track Preview URL, Explicit, Popularity, ISRC, 

Added By, Added At, Artist Genres, Danceability, 

Energy, Key, Loudness, Mode, Speech iness, 

Acousticness, Instrumentals, Liveness, Valence, 

Tempo, Time Signature, Album Genre(s), Label 

and Copyrights. 

Table 1. Overview of all datasets used in this 

research. 

Dataset Type of 

Data 

Description 

Affect Net Images and 

associated 

data 

Images of human 

faces categorized 

under 8 emotions 

SCUT-

FBP5500 

V2 

Images and 

associated 

data 

Images of people 

from diverse origins 

rated according to 
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their attractiveness 

Top 10000 

Spotify 

Songs 

Music 

metadata 

Detailed information 

about the top songs 

on Spotify since 1960 

2.2 Data Pre-processing 

The following Python libraries were used in this 

procedure: (1) Pandas (For Analysis of Tables in 

Python), (2) NumPy (For Multi-dimensional 

Array Operations), (3) Matplotlib (For 

Visualization of Data), (4) PIL (For loading 

images unzipped from datasets), (5) PyTorch (For 

Converting Images into Tensors). Firstly, The 

images from the AffectNet Dataset and SCUT-

FBP5500 Dataset were loaded and resized to 224 

x 224 pixels in order to set a standard image 

resolution for the model and strike a balance 

between preserving the details and computational 

efficiency. The images in the dataset were then 

divided into two parts: training part (80% of the 

data) and testing part (20% of the data). The 

training part is used to train/validate the classifier, 

and the testing part is used to test the performance 

of the classifier. The 10-fold cross-validation 

adopted in the current model employs further 

splitting of the training part into subsets.[19] The 

images thus obtained were then converted into 

tensors of shape (3, 224, 224), containing pixel 

values scaled to [0.0, 1.0]. The main goal of using 

these two datasets was to train a Convolutional 

Neural Network (CNN) model to extract highly 

advanced and high dimensional features from 

these images. This training process involved 

passing the images through the CNN and 

extracting the feature vectors from the model’s 

output part. This step is further elaborated later in 

this section. Subsequently, the ‘Top 10000 Songs 

on Spotify’ file was read using the panda’s library 

and converted to a dataframe. The ‘Album 

Release Date’, which was mentioned in the 

original dataset in the form of ‘MM-DD-YYYY’, 

was deduced to the Release Year for convenience. 

The following features were also removed since 

they were not correlated with the essential features 

of a music track: 'Artist URI(s)', 'Artist Name(s)', 

'Album URI', 'Album Name', 'Album Artist 

URI(s)', 'Album Artist Name(s)', 'Album Image 

URL',  'Track Preview URL', 'ISRC', 'Added By', 

'Added At', 'Album Genres', 'Label', 'Copyrights',  

'Disc Number', 'Track Number'. Following this, 

the authors observed that the dataframe contained 

551 instances of songs which had one or more 

crucial values set to null. Therefore, these 551 

tracks were removed from the dataframe entirely. 

The resulting data frame obtained was used for the 

recommendation model. 

For the ease of further analysis, all 9449 music 

tracks were classified into 4 distinct genres, 

Reflective and complex, intense and rebellious, 

upbeat and conventional, and energetic and 

rhythmic, as per previous studies conducted by 

Rentfrow and Gosling on this topic [20]. They 

have primarily defined these classes according to 

the genres of music they encompass. Table 1 gives 

a brief outline of the various genres falling under 

each category of music. Therefore, the genres 

under ‘Artist Genres’ in our dataframe were used 

to detect the category of music which each sound 

track may fall under. The authors decided to 

initialize four variables for each soundtrack, 

‘Reflective’, ‘Intense’, ‘Upbeat’ and ‘Energetic’. 

Each of these variables stored a binary value 

indicating whether the artist produces music of 

that category or not. In order to ensure that all 

possibilities get explored, the authors allowed 

each soundtrack to fall under multiple categories 

at the same time.The resulting values were added 

to the dataframe. 

Table 2. Genres under each category of music. 

Category of Music Genres 

Reflective and 

Complex 

Blues, Jazz, Classical, 

Folk 

Intense and 

Rebellious 

Rock, Alternative, 

Heavy Metal 

Upbeat and 

Conventional 

Country, Religious, Pop 

Energetic and 

Rhythmic 

Electronica, Funk, Rap, 

Hip Hop 

2.3 Determining User’s Preferences 

Libraries Used: 
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➢ NumPy (For Multi-dimensional Array 

Operations) 

➢ Pandas (For Analysis of Tables in Python) 

➢ PyTorch (For Building Effective CNNs) 

➢ Scikit Learn (For Predictive Data Analysis) 

➢ Web browser (For Accessing Data using 

URLs) 

2.3.1 Through Personality Analysis 

Research conducted in the past years suggests that 

a person’s personality is directly related to his/her 

music preferences [23, 24, 25]. Rentfrow and 

Gosling (2003) examined the relationship between 

these categories and the personalities of the 

listeners. They linked the categories to the 

listener’s traits classified under three different 

subtopics: personality, self-views, and cognitive 

ability [12]. The Big Five Personalities seemed to 

be the major deciding personality factors, viz. 

extraversion, agreeableness, conscientiousness, 

neuroticism and openness [24]. Political views 

and verbal abilities were also deemed equally 

important. Based on these findings, the authors 

decided to include a Big Five Personality 

Questionnaire as a part of the procedure to find 

out the user’s music preferences. It was concluded 

that John and Srivastava’s 44-item Big Five 

Inventory (BFI) was too long to be a part of the 

model since filling it out would take 4 minutes or 

more [24]. Therefore, the authors considered 

including shorter versions of the BFI like BFI-20 

[25], and BFI-10 [26]. Ultimately, BFI-10 

designed by Rammstedt and John was selected 

since it can provide an adequate assessment of the 

user’s personality in less than one minute [26]. A 

module was implemented to ask the following 10 

questions one by one and take a number 1-10 as 

an input and store it in a list. 

I see myself as someone who: 

1. Is reserved 

2. Is generally trusting 

3. Tends to be lazy 

4. Is relaxed, handles stress well 

5. Has few artistic interests 

6. Is outgoing, sociable 

7. Tends to find faults in others 

8. Does a thorough job 

9. Gets nervous easily 

10. Has an active imagination 

The values for Extraversion (E), Agreeableness 

(A), Conscientiousness (C), Neuroticism (N) and 

Openness (O) were then calculated using the 

relations provided by Rammstedt and John [26]. 

E = avg(1R,6) 

A = avg(2,7R) 

C = avg(3R,8) 

N = avg(4R,9) 

O = avg(5R,10) 

1, 2, 3, … 10 represent the inputs for questions 1-

10 respectively 

R represents the reverse scoring of the number 

The authors also decided to consider certain self-

views of the user in order to determine the user’s 

music preferences. Rentfrow and Gosling (2003) 

found out that such self-perceived qualities have 

significant correlation with their music 

preferences [12]. Therefore, the authors included a 

feature to ask the user the following questions 

about their perception about themselves and take 

the necessary inputs on a scale of 1-10.  

How much do the following adjectives suit you? 

1. Politically liberal 

2. Politically conservative 

3. Physically attractive 

4. Wealthy 

5. Athletic  

6. Intelligent 

Consequently, the inputs for each of the six 

questions were taken in and labeled as PL, PC, Atr, 

W, Ath, I for convenience. In their paper, rent 

frow and Gosling provided a direct correlation 

between the traits (E, A, N, O, C, PL, PC, Atr., W, 

Athl., I) and the Categories of Music (Reflective 

and Complex, Intense and Rebellious, Upbeat and 

Conventional, and Energetic and Rhythmic). 

People having high scores of openness, 

intelligence, and political liberalism, and low 

scores of athleticism and political conservatism 

tend to prefer Reflective and Complex music. 

Those who are more open, athletic and consider 
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themselves intelligent tend to prefer Intense and 

Rebellious music. Upbeat and Conventional music 

was linked with people who are more extraverted, 

agreeable, athletic, conservative and attractive and 

were less open and liberal. Energetic and 

Rhythmic songs were preferred by those who 

were more extraverted, agreeable, liberal, 

attractive, athletic and less conservative. [12] 

Table 3. Linking personality factors with music 

preferences. 

Category of 

Music 

Positively 

Affecting 

Factors 

Negatively 

Affecting 

Factors 

Reflective 

and Complex 

Openness, Self-

perceived 

Intelligence, 

Political 

liberalism 

Athleticism, 

Political 

Conservatism  

Intense and 

Rebellious 

Openness, 

Athleticism, 

Self-perceived 

intelligence 

None 

Upbeat and 

Conventional 

Extrovertedness, 

Agreeableness, 

Athleticism, 

Political 

conservatism, 

Attractiveness 

(Self-perceived) 

Openness, 

Political 

Liberalism 

Energetic 

and 

Rhythmic 

Extrovertedness, 

Agreeableness, 

Political 

Liberalism, 

Attractiveness 

(Self-perceived), 

Athleticism  

Political 

Conservatism 

Therefore, values indicating the user’s preference 

for each category of music were calculated as per 

the following equations. 

𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑣𝑒 =  𝑎𝑣𝑔(𝑂, 𝐼, 𝐿, 1 − 𝐴, 1 − 𝑃𝐿) 

𝐼𝑛𝑡𝑒𝑛𝑠𝑒 =  𝑎𝑣𝑔(𝑂, 𝐴𝑡ℎ𝑙, 𝐼) 

𝑈𝑝𝑏𝑒𝑎𝑡 =  𝑎𝑣𝑔(𝐸, 𝐴, 𝑃𝐶, 𝐴𝑡𝑟, 𝐴𝑡ℎ𝑙, 1 − 𝑂, 1

− 𝑃𝐿) 

𝐸𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 =  𝑎𝑣𝑔(𝐸, 𝐴, 𝑃𝐿, 𝐴𝑡𝑟, 𝐴𝑡ℎ𝑙, 1 − 𝑃𝐶) 

These values were then added to our dataframe for 

further usage during the recommendation of music.  

2.3.2 Through Facial Recognition 

Multiple traits of the user can be deduced using 

facial recognition which can guide the model 

towards his/her music preferences. Prior research 

has been conducted in this matter by Tian, Alaei 

and Rule [13], which suggests that the variables 

which have the highest weights in determining a 

person’s music preferences are gender, 

attractiveness, and energeticness. To avoid biases, 

the authors decided that gender should be taken as 

an input from the user, while attractiveness and 

energeticness can be calculated with the help of 

CNNs. 

Studies have shown that individuals who are more 

attractive tend to lean towards Energetic and 

Rhythmic music. People who are more energetic 

tend to prefer listening to music that can match 

their mood, like Energetic and Rhythmic music, 

and Upbeat and Conventional Music. Neat-

looking people prefer Reflective and Complex 

music, while messiness is a clear indication that 

the person likes Intense and Rebellious, and 

Energetic and Rhythmic music [13]. Therefore, 

the values for attractiveness and energeticness 

obtained from the CNNs were used to calculate 

the user’s likely preferences for music in each of 

the four categories. The mean of the user’s 

preferences for each category obtained through 

facial recognition and personality tests were then 

calculated and stored as a quantitative measure of 

the user’s perceived liking towards the category of 

music. Two CNN models were defined for feature 

extraction: energy model: For extracting features 

related to facial expressions indicating energy. 

Attractiveness Model: To extract features related 

to perceived attractiveness. Both models are 

simple feedforward neural networks with one fully 

connected layer. 
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Figure 1: Sample of Images used to train the 

Convolutional Neural Network. 

2.3.2.1 Attractiveness Model 

The SCUT-V2 Dataset contains pairs of images 

and their attractiveness score as rated by experts. 

Thus, this dataset was chosen by the authors in 

order to train the CNN. A 6-layer CNN was 

decided to be used for this task, with 3 

Convolutional Layers, and 3 Linear layers. The 

ReLU activation function was used to introduce 

non-linearity in the model which would contribute 

in helping mitigate the vanishing gradient problem 

which may emerge since our model involves 

processing complex relationships between high-

dimensional data. PyTorch’s 2-Dimensional Max 

Pooling function was applied after every step to 

downsample the data. As proven by many 

researchers, Convolutional layers are efficient in 

extracting both low-level and high-level features 

from images, and thus can be used for extraction 

of facial features [27] which can help us in 

mapping the images to an attractiveness score. 

Therefore, the authors employed three 

Convolutional layers. The input tensor contains 3 

channels (Each for red, green, and blue). As the 

image passes through each layer, more and more 

channels get added, each representing new 

features extracted by the respective layer. Max 

pooling is then applied to reduce the height and 

width of the tensors and increase the number of 

channels. Therefore, the input tensor of size [3, 

128, 128] is converted into a tensor of size [128, 

16, 16]. 

Subsequently, 3 fully-connected layers are 

implemented. Before feeding into these layers, the 

multi-dimensional feature maps from the 

Convolutional Layers are flattened into a one-

dimensional tensor, making it suitable for the 

dense layers. By connecting every neuron in one 

layer to every neuron in the next, fully-connected 

layers can learn complex, non-linear combinations 

of the features. These layers take the high-level 

features extracted by the Convolutional layers and 

use them to deduce the final output value. Dropout 

was used to prevent overfitting with a drop 

percentage of 50% [28]. The last fully-connected 

layer provides us the desired regression value 

which is the attractiveness score for the image. 

The model was then trained on the SCUT-V2 

Dataset using the Adam optimizer and MSE Loss 

function for 30 epochs with a batch size of 32. 

Table 4: Architecture of the Attractiveness 

Model 

S/

N

o 

Layer 

Type 

Layer Parameters Acti

vati

on 

Fun

ctio

n 

Po

oli

ng 

Dr

op

out 

  Inp

ut 

Cha

nne

ls 

Out

put 

Cha

nne

ls 

Ke

rn

el 

Si

ze 

St

ri

de 

Pa

ddi

ng 

   

1 Conv

olutio

nal 

3 32 3 1 1 ReL

U 

Ma

x 

Po

oli

ng 

- 

2 Conv

olutio

nal 

32 64 3 1 1 ReL

U 

Ma

x 

Po

oli

ng 

- 

3 Conv

olutio

nal 

64 128 3 1 1 ReL

U 

Ma

x 

Po

oli

ng 

- 
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4 Linea

r 

128 512 - - - ReL

U 

Ma

x 

Po

oli

ng 

0.5 

5 Linea

r 

512 128 - - - ReL

U 

Ma

x 

Po

oli

ng 

0.5 

6 Linea

r 

128 1 - - - - - - 

2.3.2.2 Energeticness CNN 

The concept of Action Units (AUs) was used in 

order to correlate the images with an ‘energy 

score’. In Facial Action Encoding Systems, AUs 

are basically the fundamental actions of individual 

muscles or groups of muscles. AUs have been 

proven to be useful in facial expression analysis 

[29], and therefore, the authors attempted to use 

certain AUs in order to obtain energy scores of the 

data on which the model is being trained. The 

OpenFace API, developed by B. Amos, B. 

Ludwiczuk and M. Satyanarayanan was used to 

extract the AUs from the images [30]. The 

following High Energy AUs and Low Energy 

AUs were considered in order to determine the 

energy scores. 

Table 5: AUs utilized in order to map images to 

an ‘energy score’ 

Low Energy AUs High Energy AUs 

AU 1: Inner brow raiser AU 6: Cheek Riser 

AU 4: Brow lowerer AU 7: Lid tightener 

AU 15: Lip Corner 

Depressor 

AU 9: Nose Wrinkler  

AU 17: Chin Raiser AU 10: Upper Lip 

Raiser 

AU 45: Blink AU 12: Lip Corner 

Puller 

 AU 26: Jaw drop  

The energy score was then calculated by 

subtracting the average of the low energy AUs 

from the average of the High energy AUs. To 

make the model less dependent on the OpenFace 

API at runtime, the authors decided to map the 

images in the dataset to their energy scores using a 

CNN. The AffectNet dataset was chosen to train 

this model. The various emotions expressed in the 

images ensure that the model learns to analyze 

different types of emotions and accurately deliver 

an energy score. The images were first 

compressed to 224x224 and then converted into 

PyTorch tensors so they can be processed by the 

CNNs.  A CNN architecture similar to the 

Attractiveness model was used for the 

Energeticness Model, including three 

convolutional layers, and three fully connected 

linear layers were used with identical parameters. 

However, at the second fully connected layer, the 

sigmoid activation function was used instead of 

the ReLU function in order to obtain a regression 

value between 0-1. Thus, the energy score for the 

input image is obtained. 

Following this, the authors utilized the regression 

coefficients found by researchers [13] in order to 

map the attractiveness score and energy score to 

the user’s preference for each category of music. 

The age and gender of the user were also taken in 

as an input since they are shown to have heavy 

weightage in determining music preferences as per 

the research mentioned. The following formulae 

were used for obtaining the user’s preference for 

each category based on what has been deduced 

from their appearances. 

Reflective = 0.05 × A - 0.14 × E + 0.27 × AGE + 

0.20 × G 

Intense = 0.06 × A + 0.08 × E - 0.24 × AGE - 0.34 

× G 

Upbeat = 0.00 × A + 0.23 × E + 0.10 × AGE + 

0.56 × G 

Energetic = 0.06 × A + 0.27 × E - 0.23 × AGE - 

0.16 × G 

A: Attractiveness Score, E: Energy Score, G: 

Gender (encoded as 1 for female, 0 if not 

mentioned, and -1 for male) 

The means of these values and the values obtained 

from personality-based inference for each 
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category of music were then obtained and stored 

for further use. 

2.3.2.3 Pinpointing Music Preferences by User-

Rated Songs 

In this section, the user is presented with 5 

randomly selected songs and is asked to rate it 

based on their personal opinion. The authors 

decided to include this feature as a confirmatory 

test to ensure that the resultant output is exactly 

relevant to the user’s choices [31]. The 

information thus obtained plays a crucial role in 

recommending the perfect songs for the user.  

Firstly, the data frame was classified on the basis 

of its categorization under Reflective and 

Complex, Intense and Rebellious, Upbeat and 

Conventional, and Energetic and Rhythmic as 

done earlier. From the resulting data frame, 3 

random songs for the user’s most preferred 

category of music (as deduced earlier) and 2 

random songs for the user’s second preferred 

category of music were selected using the in-built 

‘random’ module. Subsequently, Python’s in-built 

‘web browser’ module was used to play the 

randomly selected soundtracks using the Track 

URIs of the respective song in the data frame. For 

each song, the user was asked to rate his/her 

experience on a scale of 1-10. Along with the 

user’s rating, the duration of the song played by 

the user was also noted in order to quantify how 

much the user likes the song [32], and was stored 

in a new data frame, containing all the information 

about the randomly selected soundtracks. In order 

to compare the user’s preferences between all 5 

randomly-selected songs, ‘preference coefficients’ 

were calculated for each song. This coefficient 

was essentially the average of the normalized data 

points for the user ratings (R) and the duration of 

the song played (D) which were obtained after 

min-max normalization. The following equation 

may be interpreted as the formula for calculating 

the preference coefficients (P). 

𝑃 =  
1

2
× (

𝐷  −  𝐷𝑚𝑖𝑛

𝐷𝑚𝑎𝑥 −  𝐷𝑚𝑖𝑛
 +  

𝑅  −   𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥 −  𝑅𝑚𝑖𝑛
 )  

These preference coefficients were then stored in 

our dataframe for further use during the 

recommendation of music based on the user’s 

preferences. 

2.4 Music Recommendation Based on User’s 

Preferences 

Libraries Used: 

➢ Pandas (For Data Analysis and 

Manipulation) 

➢ NumPy (For Multi-dimensional Array 

Operations) 

➢ Scikit Learn (For Predictive Data Analysis) 

The resultant data frame obtained from the 

previous steps contained the metadata for 5 songs 

along with the preference coefficients. Thus, the 

authors attempted to explore various ways to 

recommend songs from the database that match 

the user’s preferences. Content-based filtering, 

Collaborative filtering and Deep Learning 

Approaches were considered. In Content-based 

filtering, songs similar to the ones that the user 

has a greater preference for are recommended to 

the user. This method was considered viable, since 

the authors had enough metadata about each 

soundtrack (like valence, acousticness, 

danceability, etc.) [33, 34] In Collaborative 

filtering, the user is recommended songs which 

other users similar to him/her had a greater 

preference for. However, due to the lack of 

sufficient and reliable data about the preferences 

of other users based on their metadata (age, 

gender, location etc.), the authors rejected this 

approach. [35] The Deep Learning Approach 

involves using deep learning models such as 

neural networks, autoencoders, or transformers to 

learn complex patterns in the metadata of the 

user’s preferred songs to come up with more 

accurate recommendations. However, due to the 

low number of user-rated songs, this approach was 

also considered unviable. [36] 

Thus, the authors chose to use the Content-Based 

Filtering approach in order to recommend songs 

similar to the ones that the user has rated highly. 

Therefore, the authors started to explore which 

similarity metrics would be the perfect fit for the 

proposed model. Only 5 out of the 9449 songs in 
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our data frame have been rated by the user. Thus, 

the authors must work with very sparse data. 

Hence, similarity metrics which depend greatly on 

the magnitude of data like Euclidean Distance 

[37], Manhattan Distance [38] and Pearson’s 

Correlations [39] were rejected. This leaves us 

with similarity metrics like Jaccard Similarity [40], 

Dice Coefficient [41], Hamming Distance [42], 

Rank Correlation [43], and Cosine Similarity [44]. 

Jaccard Similarity, Dice Coefficient, and 

Hamming Distance were rejected since these 

metrics do not work well with high-dimensional 

data. Rank correlation is also computationally 

quite expensive for large datasets. Overall, the 

cosine similarity metric seemed to be easier to 

interpret and computationally efficient for high-

dimensional data [45]. Thus, it was chosen as the 

similarity metric for the recommendation model. 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵)  =  
∑  𝑛

𝑖 = 1  𝐴𝑖  ∙  𝐵 𝑖

√∑  𝑛
𝑖 = 1 𝐴𝑖

2  ∙   √∑  𝑛
𝑖 = 1 𝐵𝑖

2 

 

The cosine similarity () function in the sklearn. 

metrics. pairwise module was used in order to 

analyze the music metadata. All non-number 

values are removed from the data frame 

containing the metadata for all rated and unrated 

songs and the data frame is passed into the 

mentioned function. The output matrix thus 

contained values for the pairwise cosine 

similarities between the values of each row in the 

input data frame. Subsequently, the data frame 

was arranged in descending order of its similarity 

to the user’s most liked song (the song with the 

highest preference coefficient). Thereafter, upon 

the user’s request, the model uses the Track URIs 

for the top recommended songs and plays them 

one by one. 

 
Flowchart 1: The system architecture of the 

Music Recommender Model 

2.4 Exceptions Encountered 

The study conducted by Rentfrow and Gosling 

(2003) [12] had revealed direct connections 

between tempo, acousticness, and speechiness of a 

music with its categorization under the four music 

dimensions: Reflective and Complex, Intense and 

Rebellious, Upbeat and Conventional, and 

Energetic and Rhythmic. Therefore, the authors 

tried to develop a model to map these features 

with the categories of music. Since the data 

available was unlabelled, the authors attempted to 

use clustering algorithms to find required 

correlations. However, this attempt resulted in 

failure. K-Means Clustering, Agglomerative 

Clustering, DBSCAN were among the attempted 

algorithms. An autoencoder with K-Means 

Clustering was also tried. When the results were 

graphed, K-Means Clustering seemed to be 

forming the most effective clusters. However, 

when a few samples were loaded and examined, it 

became clear that K-Means Clustering had failed 

to form proper clusters. Upbeat, and energetic 

music was classified as rebellious, while certain 

rebellious songs were classified as upbeat. The 

only category which was correctly classified was 

the Reflective and Complex category. Various 

potential exceptions may arise in the genre 

preference prediction model, requiring robust 

error handling to ensure smooth execution and 

accurate debugging. When specified dataset paths 

or image files are missing, there is a common 

exception. Check for file existence before loading 

and provide a clear error message if files are 

missing. The model's forward pass can be affected 

by dimensions mismatches or issues with image 

processing. Therefore, the authors ensured that all 

images were resized to 224 x 224 pixels before 

being passed into the CNNs. 

3. Results 

In order to evaluate the Music Recommendation 

Model, a tool named Anvil was used to develop a 

Web Application that can act as a front-end to the 

model, i.e., inputs taken from the Anvil Web App 

would be sent to a server containing the functions 

and machine learning models necessary for the 

task. Fig. 2 illustrates the different forms 
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presented to the users on the web application 

which acted as the sole interface of interaction 

between the model and the user. 

 
Figure 2:  User Interface of the Survey Web 

App. 1. BFI-10 Questionnaire. 2. Self-views test. 

3. Portrait Upload. 4. Rating of Songs 

The user’s name was used as the means of 

identification in the database, and therefore was 

sought at the very beginning. The user was 

presented with Rammstedt and John’s BFI-10 [26], 

and then with a Self-views test to further aid 

personality-based music recommendation [12]. A 

224x224 image of the user’s face was then sought 

for facial feature-based music recommendation. 

After collecting data regarding the user’s 

preferences of various types of music in the 

predicted category, the data was sent to the Anvil 

server where required computations were 

undertaken, and 5 songs most similar to the user’s 

choice were returned to the client. The ratings 

were then sought and stored in the User Feedback 

Database. Flowchart 2 depicts the system 

architecture of the Anvil Web App. 

 
Flowchart 2: System architecture of the Music 

Recommendation Web App designed for 

Receiving Feedback on Recommendations for 

the purpose of Evaluation of the Model. 

Much of the computation was done on the Anvil 

Server in order to ensure smooth functioning of 

the client’s device. The survey was conducted on 

8 individuals. Thereafter, the User Feedback 

Database contained information for 40 music 

tracks (5 tracks recommended to each of the 8 

individuals). The following table contains the 

precision and recall values for each of the 4 music 

categories from the data obtained in the Feedback 

Database. 

Table 6: Precision and Recall Values for 

Different Music Categories 

Category Precision Recall 

Reflective and Complex 0.9 1.0 

Intense and Rebellious 0.538 0.778 

Upbeat and Conventional 0.8 0.727 

Energetic and Rhythmic 0.8 0.727 

A Confusion Matrix for the data was also 

calculated. Fig. 3 shows the obtained confusion 

matrix. 

 

Fig. 3: Confusion Matrix plotted with 

Preferences of Users on the x-axis and 

Categories of Songs recommended to them on 

the y-axis 

The hit rate (Accuracy) for the model was also 

calculated to be 0.8. 



Shreyam Mandal., IJECS Volume 13 Issue 10 October, 2024 Page 26570 

4. Discussion 

The Music Recommendation Model developed 

had an accuracy of 0.8 which implies that it can be 

considered as an accurate system that can 

recommend music based on numerous inputs.If 

we take a look at the precision and recall metrics 

for each of the four music categories, it is evident 

that the authors’ model was extremely effective in 

correctly recommending Reflective and Complex 

music. This can be attributed to the distinct 

features of this kind of music, viz. low tempo, 

high acousticness, and high valence scores [12]. 

Upbeat and Conventional, and Energetic and 

Rhythmic music tracks were recommended 

appropriately. However, Intense and Rebellious 

music had a particularly low precision and recall 

score. Few songs falling under this category were 

recommended to users who preferred Energetic 

and Rhythmic music and vice-versa. This may 

have been because of the high energy 

characteristic that both of these categories share. 

Some Upbeat and Conventional tracks were also 

recommended to those who preferred Intense and 

Rebellious music, which may be due to their 

shared characteristic of high tempo and high 

danceability. 

Compared to existing methods of predicting music 

preferences, the authors’ approach shows a 

significant change in improving accuracy and 

providing insights by using facial features and 

personality traits [46, 47]. However, it has 

limitations as well, such as the reliance of the 

model on frontal face images and potential 

appearance-based biases (genre, types, no. of 

years, names, lyrics etc.) in the datasets used. 

Future research could focus on expanding the 

dataset, incorporating 3-dimensional images, and 

utilizing more advanced machine learning models 

to enhance the model's accuracy and efficiency. A 

need for clearly distinguishing Intense and 

Rebellious music from other genres is also evident. 

In the future, attempts can be made to address this 

need by utilizing advanced clustering algorithms. 

Ensuring user privacy and data security is the first 

priority of any developer, and the authors highly 

regarded the importance of obtaining user consent 

and implementing data protection measures. User 

feedback from the beta version of the web 

application will be invaluable in refining and 

improving the model and user interface. 

Continuous improvement based on user 

interactions and feedback will help create a more 

accurate and user-friendly system 

Healthcare, being on top, can use this system to 

deal with the therapy of the people suffering from 

depression, post-traumatic stress disorder (seen in 

army veterans), cancer patients undergoing rough 

treatments and individuals coping with daily stress 

and pressure.  Sports and Athletics: The model 

can be used to uplift the mood and relax athletes 

before their games. Using the situational facial 

features, it can help provide with the spotify 

playlists that help in reducing the pre-game 

anxiety, boost their morale and try to bring them 

in the “zone”. Workplace: Implementing this 

model in the Offices and Workplaces can help 

make the environment much more relaxed, calm, 

while boosting the energy of the employees and 

enhancing their productivity. This approach can 

help in managing work-related stress and 

increasing overall job satisfaction. The proposed 

Music Recommendation model contributes to the 

advancement of personalized music 

recommendation systems through multi-modal 

inputs. By continuing to work on this approach, 

we can improve the overall well-being, 

productivity and health across many domains. 

5.  Conclusion 

This study aimed to build a robust recommender 

system that can utilize multimodal inputs. The 

inputs include answers from a BFI-10 

Questionnaire, a Self-views test, and a facial 

image of the user. Parameters obtained from these 

inputs were linked with the user’s music 

preferences based on pre-existing regression 

equations. The technique proved to be effective, 

for the model has achieved an accuracy of 0.8. 

More emphasis has to be laid on establishing 

clear-cut parameters for Intense and Rebellious 

music. According to the author’s findings, the 

model misclassified this category of music the 

most. Future studies could explore incorporating 
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loudness as a factor in their models, since high 

loudness could be the distinction between this 

category and the others.  

Future research could also focus on refining 

emotional analysis algorithms, diversifying the 

music database, conducting surveys on a larger 

scale across different age groups, nations, cultures, 

and traditions, and collaborating with therapists to 

better understand the conditions of depressed A-

YA. Its effectiveness could also be improved 

through extensive training on advanced hardware.  

By leveraging advanced machine learning and 

music therapy techniques, the proposed system 

offers an innovative approach to mental health 

interventions, providing accessible and effective 

support for A-YA struggling with mental health 

issues. [48] 
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