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Abstract:  

To solve the problem that the feature maps generated by feature extraction network of traditional weakly 

supervised learning object detection algorithm is not strong in feature, and the mapping relationship 

between feature space and classification results is not strong, which restricts the performance of object 

detection, a weakly supervised object detection algorithm based on strong representation learning is 

proposed in this paper. Due to enhance the representation ability of feature maps, the algorithm weighted the 

channels of feature maps according to the importance of each channel, to strengthen the weight of crucial 

feature maps and ignore the significance of secondary feature maps. Meanwhile, a Gaussian Mixture 

distribution model with better classification performance was used to design the object instance classifier to 

enhance further the representation of the mapping between feature space and classification results, and a 

large-margin Gaussian Mixture (L-GM) loss was designed to increase the distance between sample 

categories and improve the generalization of the classifier. For verifying the effectiveness and advancement 

of the proposed algorithm, the performance of the proposed algorithm is compared with six classical weakly 

supervised target detection algorithms on VOC datasets. Experiments show that the weakly supervised target 

detection algorithm based on strong representation learning has outperformed other classical algorithms in 

average accuracy (AP) and correct location (CorLoc), with increases of 1.1%~14.6% and 2.8%~19.4%, 

respectively. 

 

Key words: Object detection; Weakly supervised learning; Strong representation learning; Gaussian mixture 

distribution 

 

Introduction 

Object detection is an essential task in computer vision. With the continuous development of the deep neural 

network, object detection algorithms based on this method have become a research hotspot, generally 

divided into one-stage and two-stage. The representative algorithms are YOLO series[1~3] and R-

CNN[4~6] series. Deep learning dramatically improves the detection effect and detection performance of the 

algorithm. Nevertheless, the efficiency of these algorithms has to rely on a large number of accurately 

labeled data sets. However, there is only classification information for the target (image-level tags) and no 

location tags in many cases. Therefore, researchers pay more and more attention to weakly supervised object 

detection. 

However, the feature extraction network of most current algorithms adopts the traditional neural network 

structure, and the feature maps generated by each convolutional layer are not representational enough to 

efficiently utilize the feature maps of different channels, thus affecting the target detection results. As 

shown in Figure 1 (a), each channel in the feature maps is similar to the frequency domain information after 

the time-frequency transformation of the signal. A continuous signal in the time domain (analogous to the 

original image) can be represented by several salient signals in the frequency domain. In contrast, other 

secondary frequency domain signals are ignored. Figure 1 (b) shows that the 64 channels generated by the 

feature graph output from the convolution layer make different contributions to subsequent detection tasks. 
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Different weights are assigned to each channel of the feature maps to indicate the importance of information. 

The channel attention mechanism can strengthen the weight of key features and ignore the secondary 

features, thus enhancing the representativeness of feature maps. Therefore, a feature extraction network 

based on strong representation learning is introduced in this paper, which makes the network learn to 

selectively emphasize the critical information features and suppress the secondary feature maps. 
 

 

 

 

 

 

 

 

 

 

 

 

For the classification algorithm of instance classifier in the weakly supervised network, the discriminant 

function of traditional neural network primarily uses the Softmax function to calculate the category score. 

Finally, it discriminates the object category according to the score. Taking image classification as an 

example, a linear transformation is performed on the extracted depth features, and the discriminant scores of 

each category corresponding to the input samples are calculated. However, the classification score of the 

Softmax function cannot accurately represent the probability distribution of the feature space of training 

samples. This will have some influence on the object detection algorithm based on weakly-supervised 

learning. Figure 2 is the comparison diagram of the Softmax and Gaussian mixture distribution classification 

results of MNIST data sets by the two classification calculation methods. Figure 2 (a) is the classification 

result of using Softmax as the loss function, and Figure 2 (b) is the classification result of using Gaussian 

mixture distribution as the loss function. It can be seen that the representation of classification results of 

Gaussian mixture distribution is obviously better than that of Softmax. In this paper, the classification 

algorithm is proposed to take advantage of sample Gaussian mixture distribution characteristics and use L-

GM large interval Gaussian mixture [7] distribution to calculate the loss function. 
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Combined with the above methods, this paper proposes a new target detection algorithm based on weakly-

supervised learning. The network structure of the algorithm is generally divided into two parts. The first part 

is the strong representational feature extraction network, and the second part is the target detection network. 

The backbone of the feature extraction network uses the improved VGG16 network, that is, the last 

convolutional module in the network, to complete the distribution of attention to the feature maps extracted 

from the network. In order to improve the utilization efficiency of feature maps, the weights of crucial 

feature maps were strengthened, and the weights of secondary feature maps were ignored. This method can 

improve feature extraction performance at a lower cost and provide more characteristic feature maps for 

detection networks. The MIL (multi-instance learning) part of the target detection network usually completes 

the two tasks of instance classification and location. For instance, classification algorithm, Gaussian Mixture 

model is used to calculate l-GM loss function. The method assumes that the feature value of the samples 

conforms to the Gaussian distribution and calculates the probability distribution density of the sample 

category to complete the category prediction of the samples. Through many comparison experiments, it 

can be seen that AP and 

CorLoc of the proposed method are both higher than those of the benchmark. 

Related work 

 Weakly supervised learning object detection 

Literature [8] solves the problem of weakly supervised target positioning through classification and 

detection adaptation. Use the selected object proposal to fine-tune all layers to produce a fully adaptive 

detection network. Literature [9] uses the local space and semantic patterns captured in the convolution layer 

of the classification network to propose an image multi-object detection and location method based on beam 

search. The location strategy in literature [8] is relatively complex, and the candidate proposal and fine-tune 

steps need to be completed. The method in literature [9] is improved compared with that in literature [8]. 

Although end-to-end training can be completed, the overall detection effect is not outstanding. Literature 

[10] creates a new approach for weakly supervised target detection algorithm. Many subsequent classical 

algorithms [11~15] are improved based on this algorithm. Literature [10] proposes a weakly supervised end-

to-end deep detection algorithm, which operates at the level of image region and performs region selection 

and classification. This algorithm has become a mainstream algorithm for weakly supervised target 

detection. Researchers have designed many variants based on this algorithm and made a breakthrough in 

detection accuracy. Literature [11] designed a network with multiple instance learning and bounding box 

regression branches. A guide attention module based on classification loss was introduced to extract implicit 

location information in features effectively. Literature [12] integrates the MIL and instance classifier 

optimization process into a single deep network and conducts end-to-end training on the network with only 

image-level supervision. Literature [13] proposed a spatial likelihood voting (SLV) module to converge the 

locating process of the proposal. All area suggestion boxes in a given image act as voters, voting for 

possibilities in each category. After fine-tuning in regions with large likelihood values, the voting results are 

regularized into boundary boxes for final classification and locating. Literature [14] combined selective 

search with gradient-weighted Class Activation Mapping technology, and the generated proposal could 

better cover the whole object. In terms of proposal selection, as many positive proposals with confidence as 

possible should be selected. The weight of loss of hard negative proposals should be improved to make the 

training more effective. Literature [15] adopts the strategy of generating proposal clusters to learn refined 

instance classifiers through an iterative process. In convolutional neural networks, multiple lines are used to 

implement refinement of iterative instance classifiers. The first one is the MIL network, and the rest are 

instance classifiers supervised by the previous network. 

The main idea of the algorithms above is to use the traditional neural network for feature extraction and 

then use the 

classifier for example classification to achieve the purpose of final classification and location. Especially 

after the algorithm proposed in the literature [10], most weakly supervised target detection adopts its idea for 

improvement. Many algorithms are improved in training strategies, box selection techniques and locating 

methods. However, weakly supervised target detection performance is rarely enhanced by considering 

features and a strong representation of sample space. 
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Strong representation of sample feature 

In the computer vision task, sample features are more representational after the attention mechanism is 

introduced. Attention mechanism has been widely used in various fields of artificial intelligence. According 

to the domain of attention, it can be divided into spatial domain [16-17], channel domain [18], layer domain 

[19], time domain [20], and mixed domain [21-22]. Literature [16] puts forward a Spatial Transformer 

module, which can transform spatial domain information in pictures to extract critical information. 

Literature [17] ultimately gets rid of convolution operation based on attention mechanism. These models 

are superior in quality and require significantly less training time. Literature [18] proposes a new 

architectural unit, called the "squeeze-Congestion" (SE) block, which adaptively recalibrates the channel 

feature response by explicitly modeling the interdependencies between the channels. These blocks can be 

stacked together to form a SENet architecture. SE blocks bring significant performance improvements to 

CNN at a slight additional computing cost. Literature [19] introduces a Feature Pyramid Attention module to 

perform spatial pyramid attention structure on high-level output and combining global pooling with 

learning a better feature representation. A 

Global Attention Upsample module on each decoder layer to provide global context as guidance of low-

level features to select category localization details. Literature [20] is suitable for data with temporal 

characteristics. In the field of computer vision, the attention mechanism is regarded as the sampling of a 

region (sequence) point on an image, which is the point that needs attention. A Convolutional Block 

Attention Module (CBAM) is proposed in the literature [21], which calculates Attention sequentially 

according to channel and space dimensions. Literature [22] proposed the dual attention network (DANet) to 

integrate local features and their global relevance adaptively. Two attention modules are attached to the 

expanded FCN to build semantic dependency models on spatial and channel dimensions, respectively. 

Finally, the output of the two attention modules is added to improve the feature representation further, to 

obtain more accurate segmentation results. 

The attention mechanism has been a popular feature weighting method in recent years. Key features can be 

assigned more weight while less critical features are ignored to improve feature utilization efficiency and 

enhance feature characterization. Especially after Google put forward the Transformer method, the attention 

mechanism is mushrooming by researchers. Furthermore, the channel attention mechanism is the best of the 

one in these attention mechanisms. The attention mechanism is simple to implement, enhances the 

relationship between feature map channels, and has a stronger representation of samples. All these 

advantages are applicable to a weakly supervised target detection network of instance classification. 

 

Methods 

The overall architecture of the algorithm in this paper is shown in Figure 3. It consists of two parts—a strong 

representational feature extraction network and an object detection network. Feature extraction network 

adopts channel weighted VGG16 network. The object detection network is divided into four branches. The 

0th branch is the primary MIL network, which completes the initial target instance classification and 

positioning. The remaining branches are involved in the instance classification calculation of this branch 

with the classification results of the (k-1)th as false labels. 
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r  r 1 

 

The algorithm flow is described in detail below. As shown in Figure 3, given an image, instance proposals boxes 

B  b 
R

 

 
are generated from Selective Search[23] or EdgeBox[24], and br represents the r-th proposal box. During 

The forward process of training, images and these proposals are sent to the improved VGG16 network and 

the subsequent ASPP layer [25], and feature maps of fixed size are generated for each proposal. Channel 

attention mechanism is used to improve channel utilization (performance) in feature extraction networks. 

The proposals feature maps are then fed into two fully connected (FC) layers to generate proposal feature 

vectors F . The object detection network is divided into four branches. The 0th branch is the basic 

MIL network, and the 

subsequent three branches are instance classifiers. In MIL network, weakly supervised object detection is 

accomplished through object category scoring and object location scoring. The specific operation is as 

follows: The proposal conv feature map extracted by the feature extraction network generates proposal 

features through two fully connected layers. After entering the 0th branch, the Proposal features pass 

through two parallel full-connection layers to generate two C  R matrices, where C represents the 

number of classes and   R represents the number of proposals. The two matrices are used for category 

scoring and location scoring respectively. For category scoring, this algorithm uses Gaussian mixture 

distribution model (GM) instead of traditional Softmax scoring. The category score of the sample is 

determined by the probability density of the Gaussian mixture distribution of the sample. In location scoring, 

softmax scoring in the traditional algorithm is still used to obtain a matrix of position scores. The 

corresponding elements of the two matrices are multiplied to generate a Proposal scores matrix, which can 

not only be used as the pseudo-label of the next branch, but also calculate the sum of each row of the matrix 

as image scores, and finally calculate the loss function of this branch with image label. Feature maps of 

proposals are still used as input of subsequent branches. Classified scores are obtained by softmax function, 

and scores generated by the previous branch are used as pseudo-labels of this test for supervised learning. 

The overall algorithm of this paper (SRL) is shown in the following table: 
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 Strong representational design of feature extraction network 

The convolutional neural network is used in traditional feature extraction networks to extract feature images. 

In this way, although the weight of critical features and other secondary features in the feature maps is 

learned by using the convolution kernel, the importance of each feature maps is not different. The 

representational ability of feature maps can not better reflect the object. 

Channel attention mechanism can obtain the difference of importance of each feature map through specific 

methods, put more computing resources of the neural network into more critical tasks, and use the task 

results to reverse guide the weight update of the feature map. In recent years, the attention mechanism has 

developed rapidly and has been widely used in computer vision. Especially after The Transformer model 

proposed by the Google team, the self-attention mechanism is more and more favored by many researchers. 

However, the Transformer model structure is more complex. 
 

In a paper for CVPR (Computer Vision and Pattern Recognition) in 2018, se-Net (Squeeze-and-Congestion 

Network) is mentioned, and there are many variations. These models focus on the relationship between 

feature maps (channels) and are simple in structure and easy to be used in other convolutional networks. In 

this paper, the attention mechanism of the model is used to improve the VGG16 network to extract more 

valuable feature maps. 
 

The feature extraction network structure of the proposed algorithm is shown in Figure 4. In this algorithm, only the structure 

before the fifth convolution module of VGG16 network is used, and the SE-Net structure is introduced after the last convolution 

module. For any given image, after passing through the first five convolution modules of VGG16 

network, the feature map with size   N  N C is generated. The feature maps firstly aggregates the feature (global 

pooling) on its spatial dimension   N  N 
 

by Squeeze operation Fsq (  to generate 1 1 C 
 

feature maps -- channel 

 

descriptor. The aggregation is followed by the excitation operation. The excitation operation takes the form of several 

combinations of excitation functions, taking the channel descriptors as input and generating a set of modulation weights for each 

channel. These weights are applied to generate feature maps with weighted values. These outputs can be fed directly into 

subsequent layers of the network. 

 

 
 

 

 

 

 
To ASPP layer 

 

N  N C 

 
 
 

Figure. 4 Network structure diagram of feature extraction based on SRL 
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cr 

 p(c | xcls ) / 
C 

p(c | xcls ) , 

cr cr

cr r1 

  

  

  

  

  

 Object detection network design 

Input the above feature maps into different branches, as shown in figure 3. The first is the MIL network, and 

the remaining three are interconnected instance classifiers. The MIL network needs to determine target 

categories and generate target location coordinates. In the classifier, the cross-entropy loss function is 

improved. Firstly, it is assumed that the features follow the Gaussian mixture distribution, and the 

conditional probability and prior probability of features are used to calculate the posterior probability of 

features. 

The MIL branch contains two sub-branches. Xcls (F, Wcls )  and Xdec (F, Wdec )  are the 
 

prediction matrices of the MIL sub-branch. Xcls 
is the matrix used for classification prediction, and Xdec 

is the 

 

matrix used for positioning prediction. Wcls 
 

and Wdec 
 

represent the parameters of the two sub-Branch full 

convolution layers respectively, and C represents the number of target categories. Classification sub-branch predicted 
 
 

cr cr c

1 

 

c r 

 

where p(c | xcls ) represents the probability density of category c in the r  

th 
proposal, and 

cls 

cr is the element 

 

of row c and column r in the Xcls 
matrix. The positioning sub-branch obtains the positioning score prediction 

 

 

matrix: [σ(Xdec )]  e
xdec   

/ 
R 

e
xdec 

through softmax layer. ( Wcls , Wdec ) is represented by W0 , and proposal 

 

score is φ（0 F, W0）=σ(Xcls ) σ(Xdec ) . Category c image score is the sum of all proposal scores in this 

CR CR 

x 

classification score matrix by Gaussian mixture distribution model: [σ(Xcls )] 
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( ) 

c c c 

i i 

F, Wk）=[ σ(Xcls )]k  p (c | xcls ) / 
C 

p (c| xcls ) , and the highest k 1 

 

category: [ (F, W0 

)] 

R 

r 

1 

[φ0 (F, W0 )] 
 

, whose value range is (0,1). The given classification label of the 

 

image   is y [ 

y1, 
.   In   the   following   three   instance   classifiers,   each   output   is φ（k F, Wk） , 

 

 
 

cr k cr c

1 

 

k c r cr 

 

category of φk 

（1 

F, Wk 1）is the pseudo label. (When k=0, supervision of the first refined classifier depends on 

 

φ（0  F, W0）generated by MIL Branch) Literature [7] believes that the mapping between category score using Softmax 

and probability distribution of sample feature space is not clear and accurate. For example, consider a C categories 

classification task using Softmax losses. The vector of column r of the feature matrix is represented by x , and its 

 

posterior probability j  (1, C) 
 

belonging to the certain class can be represented by the Softmax function (normalized 

 

exponential function) of Affinity Score f (x) expressed in Formula (1). In general, the linear transformation function 
 

of feature vector x is shown in Formula (2). In practical application, all linear functions of C categories are combined 
 

into a linear transformation layer with wc and bc as trainable parameters. The higher the value of Affinity score 

 

fc (x) is, the higher the posterior probability of   x belonging to class c is. 

e 
f j ( x)    

p( j | x)   
C 

c

1 

e fc ( x)    
（1） 

f (x)  wT x  b , c [1,C] （2） 
 

However, fc (x) cannot be directly used to evaluate the likelihood of   x 's training feature distribution, because the 
 

distribution of training features has not been explicitly stated. Different from softmax loss, we assume that the depth 

feature x extracted in the training set follows the Gaussian mixture distribution as shown in Formula (3), where c 

 

and c are the mean and covariance of class c in the feature space and are the parameters to be learned by the 

 

network. p(c) is the prior probability of class c . 
 
 

 

p(x)   N (x; c , c ) 

p(c) 
c 1 

 

（3） 

 

Under this assumption, the feature vector xi    is the vector of  the column r of the classification matrix. The 

 

conditional probability distribution of category zi [1, C] is shown in Formula (4). Therefore, the corresponding 

 

posterior probability distribution can be expressed as formula (5). Where represents the probability distribution 
 

function of Gaussian mixture distribution.  
p(xi | zi ) 

  
(xi ; z , 

C 

, y ]T 
C 

c 

 

cr 

φ（k corresponding to the label 


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z )  

（4） 

 

 

 

 

 

 

 

 

 

As shown in Figure. 5, to prove the strong representation of Gaussian Mixture distribution, a schematic 

diagram of Gaussian mixture distribution is shown below. Figure 5 (a) represents sample space. 

Suppose the sample space has three categories of samples, namely C1, C2, and C3. Each sample can be 

represented by a two-dimensional feature vector (x, y). The center point of the feature of the sample of 

category 1 is at the coordinate (0, 0), the center point of the feature of the sample of category 2 is at the 

coordinate (-1.2, -1.2), and the center point of the feature of the sample of category 3 is at the coordinate 

(2.5, 1.5). Gaussian Mixture distribution probability density function is used to obtain the function 

image, as shown in Figure. 5 (b). The closer the sample is to the mean, the higher the corresponding 

category probability density value is in the image. It can be seen that sample space and sample category 

space have strong characterization in Gaussian mixture distribution. Figure. 5 (c) shows the distribution 

of eigenvalues of a specific type of sample. The distribution of a single type of sample follows the 

Gaussian distribution. Figure. 5 (d) is the probability density diagram of its mixed Gaussian 

distribution, indicating the possibility that the sample belongs to the corresponding category. It can be 

seen that the probability density corresponding to the c3 category is the largest among the three peaks, 

so it is classified as the C3 category. 

  

(a) Sample space diagram (b) Gaussian mixture distribution diagram 

(c) Single category sample space (d) Single category Gaussian mixture distribution 

Figure 5. sample space and Gaussian mixture model classification results 

 

Therefore, the classification loss L
cls can be calculated as the cross entropy between the posterior probability 

 

distribution and the class label, as shown in Equation (6). Where, when 

 
is returned. 

zi  c , index 

function 

( )  1; Otherwise, 0 

L   
 1 N   

 (z  c) log p(c | x ) 
cls i i 

i 1 c 1 

1 N (x ;  ,  ) p(z ) （6） 

 log
 i zi zi i  

 

N i 1 
C 

c 1 

C 



N 
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1 

c i c c i i 



k 

s 



(xi ; c , c ) p(c) 

In order to classify samples more accurately, distance m is added to Lcls , which makes the distance between classes 

 

 

increase continuously and makes it easier to distinguish edge samples. The final L-GM loss is shown in Formula 

( ) . 

 

Where A is equal to 1, otherwise equal to 0. 

 

m cls,i  log 

c 

 
p(c) 

c 

1/ 2 
e dc (c  zi 

)m 

（7） 

 

 Loss function 

d  (x   )T 1(x   
) / 2 

（8） 

The calculation of the overall loss function in this algorithm is shown in Formula (9) : 

Lm 
 

if k=0 
 

Lk (F,W k , H k )   
cls,i 

k 
K k 

 （9）  1 N 
r s.t b Bk 

yn r  
 

 (  sk M k log r       n )  
 

 k log k 
 

if k [1,3] 

   R 
n n 

n i    
k r 
n r Ck 

N 1 

(C 1)r 

Where, k is the number of branches in the network, k , 
n 

k   and 
n 

k     respectively represent the cluster confidence 
cr 

score of the n-th target cluster, the number of the proposal in the n-th cluster, and the predicted score of the 

Proposal in the r-th cluster. In particular, for A, when B (i.e., in the MIL subnetwork), the classification score is 

represented by the probability distribution density function of Gaussian Mixture distribution, and the traditional the Softmax 

function is still used in the classifier. This is because the pseudo-label is used in the classifier to complete supervised learning 

detection. The pseudo-label is not the real distribution of the training sample space, so the traditional the Softmax function is 

more suitable. 

 
Experiment and evaluation 

 Operating Environment 

Inspired by PCL algorithm, the experiment in this paper is based on TORCH deep learning framework and 

implemented in Python. All of our experiments ran on NVIDIA RTX and Intel(R) Xeon(R) Silver 4210R 

CUP (2.40GHz). 

PASCAL VOC[26] 2007 dataset contains 9962 images and 20 types of objects. The dataset is divided into 

train, val and test. VOC2007 training set (5011 images from 2007) was selected to train the network. For the 

test, mAP and CorLoc were used to evaluate the model. Taking PASCAL VOC datasets as an example, the 

AP of each class is determined by the Precision and Recall of the class, as shown in Formula (10) and (11). 
TP 

Precision  

 
Recall  

TP  

FP TP 

（10） 

 
 

（11） 
 

TP  FN 

Where, A represents the number of correctly detected samples, B represents the number of incorrectly detected negative 

samples as positive samples, and C represents the number of incorrectly detected positive samples as negative samples. AP is 

shown in Formula (12) : 

AP  
0 
P(r)dr （12） 

p(z ) 
i zi 

1/ 2  d   m 

e zi 

L 

M 

M 
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Where, r represents Recall, P(r) represents the value of Precision corresponding to r , and   AP refers to the 
 

integration of Precision on Recall within the interval of (0,1). mAP is the average of AP for each category. 

 

CorLoc [27] is shown in Formula (13). IoU>0.5 between groundtruth boundary box and prediction box in the experiment of 

this paper. 

 
 
 

 

 
 
 

 
 

 

 

 

TP and FP have nothing to do with sample category, but only with location. 

The improved VGG16 network designed in this paper is added with SENET structure after the last 

convolution block of the network. In the MIL network part, the GM distribution model is used as the 

classifier, where the mean and variance of each category sample feature represented by the Gaussian Mixture 

model are the parameters to be learned. The category is ultimately determined by the probability density 

calculated from the mean and variance. 

Experimental Results 

In order to verify the effectiveness and advancement of the proposed algorithm, it was evaluated in the 

VOC2007 test set. Due to a large number of targets in the test set, some typical objects are selected to show 

the test results. 

As shown in Figure 6, several representative images were selected in the figure, including four categories,  

and four samples were selected for each category. The selected samples include small goals, multiple goals, 

dense goals, and large goals. The detection effect of the model on targets of different scales can be evaluated. 
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 Comparative analysis of experimental results 

In this paper, VOC2007 test set is used to compare the more classical algorithms including PCL with the 

algorithm in this paper [7]. The detection results are shown in Table 2. It can be seen that the detection 

accuracy (AP) of the algorithm in this paper is better than other algorithms for more than half of the target 

categories, including aero, bike, bird, boat, car, cat, chair, cow, dog, mbike, plant and sheep. And mAP is 

also better than other algorithms. Among the 20 categories, bike has the highest detection accuracy of 78.0%, 

and cat has the highest detection accuracy of 14.6%. 
Table 2 Detection AP of VOC2007 Test Dataset 

 
 

Method Classes 

 
aero 

 
bike 

 
bird 

 
boat 

 
bottle 

 
bus 

 
car 

 
cat 

 
chair 

 
cow 

 
table 

 
dog 

 
horse 

 
mbike 

 
person 

 
plant 

 
sheep 

 
sofa 

 
train 

 
tv 

 
mAP 

WSDDN-VGG F 42.9 56.0 32.0 17.6 10.2 61.8 50.2 29.0 3.8 36.2 18.5 31.1 45.8 54.5 10.2 15.4 36.3 45.2 50.1 43.8 34.5 

WSDDN-VGG M 43.6 50.4 32.2 26.0 9.8 58.5 50.4 30.9 7.9 36.1 18.2 31.7 41.4 52.6 8.8 14.0 37.8 46.9 53.4 47.9 34.9 

WSDDN-VGG16 39.4 50.1 31.5 16.3 12.6 64.5 42.8 42.6 10.1 35.7 24.9 38.2 34.4 55.6 9.4 14.7 30.2 40.7 54.7 46.9 34.8 

PCL-OB-G-Ens. 57.1 67.1 40.9 16.9 18.8 65.1 63.7 45.3 17.0 56.7 48.9 33.2 54.4 68.3 16.8 25.7 45.8 52.2 59.1 62.0 45.8 

PCL-OB-G-Ens.+FRCNN 63.2 69.9 47.9 22.6 27.3 71.0 69.1 49.6 12.0 60.1 51.5 37.3 63.3 63.9 15.8 23.6 48.8 55.3 61.2 62.1 48.8 

Ours 67.3 78.0 55.6 40.1 27.3 68.4 72.7 64.2 21.8 68.9 49.8 47.0 56.0 71.5 14.9 26.8 53.9 40.0 55.9 62.4 52.3 

 
Table 3 is an assessment of CorLoc of the algorithm proposed in this paper on VOC2007 Trainval dataset. The CorLoc of more 

than half of the categories exceeded typical algorithms, including aero, bike, bird, boat, bottle, car, cat, chair, cow, mbike, plant 

and sheep. mbike's CorLoc was the highest at 94.4%, while the boat category saw the biggest improvement at 19.4 percent. The 

average CorLoc is 70.3%, which is better than other algorithms. 

Table 3 CorLoc of VOC2007 Trainval Dataset 
 

Method Classes 

 

aero 

 

bike 

 

bird 

 

boat 

 

bottle 

 

bus 

 

car 

 

cat 

 

chair 

 

cow 

 

table 

 

dog 

 

horse 

 

mbike 

 

person 

 

plant 

 

sheep 

 

sofa 

 

train 

 

tv 

 

mean 

WSDDN-VGG F 68.5 67.5 56.7 34.3 32.8 69.9 75.0 45.7 17.1 68.1 30.5 40.6 67.2 82.9 28.8 43.7 71.9 62.0 62.8 58.2 54.2 

WSDDN-VGG M 65.1 63.4 59.7 45.9 38.5 69.4 77.0 50.7 30.1 68.8 34.0 37.3 61.0 82.9 25.1 42.9 79.2 59.4 68.2 64.1 56.1 

WSDDN-VGG16 65.1 58.8 58.5 33.1 39.8 68.3 60.2 59.6 34.8 64.5 30.5 43.0 56.8 82.4 25.5 41.6 61.5 55.9 65.9 63.7 53.5 

PCL-OB-G-Ens. 81.7 82.4 63.4 41.0 42.4 79.7 84.2 54.9 23.4 78.8 54.4 46.0 75.9 89.6 22.8 51.3 72.2 66.1 74.9 76.0 63.0 

PCL-OB-G-Ens.+FRCNN 83.8 85.1 65.5 43.1 50.8 83.2 85.3 59.3 28.5 82.2 57.4 50.7 85.0 92.0 27.9 54.2 72.2 65.9 77.6 82.1 66.6 

Ours 86.6 87.5 75.9 65.3 50.9 83.2 87.8 74.4 50.8 87.6 53.3 63.6 75.5 94.4 21.2 57.7 89.6 47.2 72.3 78.7 70.3 

 

Figure 7 and Figure 8 show the detection effect of PCL algorithm and the algorithm in this paper. It reflects the detection 

performance of the two algorithms. This paper still selects four categories of VOC test set, cat, cow, boat and bike. In order 

to be fair, the target boundary box is selected with confidence higher than 40%. 
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Figure. 7 Comparison between the proposed method and PCL algorithm 
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Figure 7 shows two algorithms detecting cat and cow category objects respectively. The first and third 

columns are the detection of PCL algorithm, and the second and fourth columns are the detection of this 

algorithm. For cat category, we select four images with different object states. When there are multiple 

objects, the proposed algorithm can correctly distinguish two objects for detection. When a large object 

appears, the PCL algorithm generates two boundary boxes with 
PCL Ours PCL Ours 

 

 

 

 

1 

 

 

 

 

 

 

 

 
2 

 

 

 

 

 

 

 

 
3 

 

 

 

 

 

 

 

 
4 

 

 

 

 

Figure. 8 Comparison between the proposed method and PCL algorithm 

 
For boat category, we select several images of different states of the object. When there are small objects, 

the algorithm can correctly detect small objects. When there are objects with different scales in an image 

(the second line), the detection performance of PCL algorithm is slightly inferior to that of the algorithm in 

this paper. It can be seen that the method presented in this paper is more sensitive to small objects and 

detects more and more accurately. When there is only a part of the object or a small part of the object in the 

image, the algorithm in this paper can accurately generate boundary boxes, locate and classify them 

correctly. When a large object appears or the Angle of the object appears changes significantly (line 4), the 

algorithm in this paper can still generate correct detection results. For bike category, mostly presented as 

dense objects, or dense small objects, PCL algorithm will appear in the missing detection, or misdetection 

and others. However, the algorithm in this paper can distinguish more different objects. When the light 

intensity is insufficient, PCL fails to detect the object, but the proposed method can still detect the object 

correctly (line 3). A special case is given in the figure. In the case of incomplete object (line 4), the 

algorithm in this paper can locate the object more accurately. 

Through the above tables and figures, the performance of the detection algorithm in this paper is 

systematically and intuitively demonstrated. It can be seen that the index values of 12 categories in 

VOC2007 dataset of the proposed algorithm, whether mAP or CorLoc indexes, exceed those of other 

algorithms. The biggest increases were for boat and cat categories. For the detection of bike and mbike, two 

indicators have reached the highest, respectively, bike category AP 76%, mbike category CorLoc 92.4%. By 

observing the characteristics of the above four categories, the probability of small objects and multiple 

objects is relatively high. In this algorithm, a feature extraction network based on strong 

representation learning is proposed to improve the utilization of feature maps. The extracted features have 

stronger scale invariance and illumination invariance, which is more conducive to classification and 

localization. In the classification calculation of objects, this paper proposes to adopt a more 

representational Gaussian mixture model (GM) and discard the softmax function of the traditional 

classification algorithm, which makes the model more conducive to accurate classification and improve the 

performance of object detection. 
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Conclusion 

In this paper, we propose a new weakly supervised object detection algorithm. In this algorithm, a feature 

extraction network based on strong representation learning is proposed to output more representational 

feature maps for subsequent detection networks, and the traditional Softmax cross-entropy loss is abandoned 

in the classifier of detection networks. However, the probability density of a feature belonging to a specific 

category is calculated by GM. The parameter mean and variance of the Gaussian Mixture model need to be 

learned. After the above improvements, the performance of weakly supervised target detection has been 

significantly improved. We believe that the strong representation learning algorithm proposed in this paper 

can be applied to other fields of computer vision. In the later research, we will focus on this field and more 

innovative weakly supervised object detection algorithms. 
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