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Abstract 

Deep learning models have demonstrated improved efficacy in image classification since the ImageNet 

Large Scale Visual Recognition Challenge started since 2010. Classification of images has further 

augmented in the field of computer vision with the dawn of transfer learning. To train a model on huge 

dataset demands huge computational resources and add a lot of cost to learning. Transfer learning allows to 

reduce on cost of learning and also help avoid reinventing the wheel. There are several pretrained models 

like VGG16, VGG19, ResNet50, Inceptionv3, EfficientNet etc which are widely used.   This paper 

demonstrates image classification using pretrained deep neural network model VGG16 which is trained on 

images from ImageNet dataset. After obtaining the convolutional base model, a new deep neural network 

model is built on top of it for image classification based on fully connected network. This classifier will use 

features extracted from the convolutional base model.  

Keywords: Deep Learning, Convolutional Neural Network, Transfer Learning, VGG16, Image 
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1. Introduction 

Image classification problem in computer vision can be modelled conventionally, using machine learning, 

deep neural networks and in particular convolutional neural network [1], which are designed to work in 

isolation. If a model for classification is built from scratch by training it on a small data set, it is likely to get 

overfitted. Also, if the model is trained on large data set, it will consume huge compute resources, as well as, 

require days or weeks to train the model. However, this learning remains specialized to a particular domain 

and on a very specific dataset. As there is no knowledge retention in these conventional models, it cannot be 

transferred from one model to another. To overcome the problem of isolated learning paradigm, the concept 

of transfer learning [2] evolved.  

Transfer learning allows to transfer the knowledge gained by previously learned task and apply it to similar 

another task [3]. With transfer learning the base network which consist of different layers depending upon 

the architecture is trained on the base dataset and the learned parameters are transferred to another network. 

Convolutional neural network models have layered architecture where different features are learnt at each 

layer. Therefore, transfer learning can be easily accomplished with convolutional neural network, where, the 

lower layer acts as a feature extractor and the final layers are used to extract more specific features. 

This paper presents model for binary image classification on image dataset using pretrained model VGG16. 

The model implemented consist of two parts – convolutional base and classifier. The convolutional base will 

be used to extract the features. To extract features here, VGG16 is trained on ImageNet dataset [4] which 

contains over 1000 classes. Using these features the classifier will be trained to classify input image. The 

model for image classification is implemented using application module of Keras [5] trained on ImageNet 

dataset. 

2. VGG16 Model 
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The Visual Geometry Group (VGG) from Oxford developed two convolutional neural network models one 

of 16 layers and the other of 19 layers [6]. They are widely known as VGG16 and VGG19. VGG16 accepts 

the input of size 224X224 pixels with 3 channels for RGB, though the input size is fixed here, it can take 

any value greater than 224. The input image is passed through convolutional layer, the filters here have 3X3 

receptive field with stride 1. Pooling performed here is max-pooling with 2X2 filter and stride 2. The width 

of convolution layer is 64 in first layer and increases by factor of 2 till it reaches 512. All hidden layers use 

ReLu as its activation function. The stack of convolutional layer is followed by three fully connected layers. 

The final layer is the soft-max layer. 

3. Dataset  

The flower dataset consists of two types of flower images: daisy and dandelion. The dataset is extracted 

from [7]. The training dataset consist of 200 samples of each class and the test and validation dataset consist 

of 100 samples of each class. The training, validation and test data for daisy are stored in six different 

directories i.e., train data for daisy (200 samples), validation data for daisy (100 samples) test data for daisy 

(100 samples), train data for dandelion (200 samples), validation data for dandelion (100 samples) and test 

data for dandelion (100 samples). The image size of each sample is 224X224X3, here, 3 is for RGB channel. 

The sample image of daisy and dandelion is shown in figure 1. 

 

Figure 1 Flowers Dataset Sample (Daisy and Dandelion) 

 

4. Pre-training and Feature Extraction 

The convolutional base for convolutional neural network, VGG16 ConvNet is pretrained using ImageNet. 

The model summary for the pretrained model is as shown in figure 2. The fully connected output layers of 

the model are not loaded as it will not be used for prediction. Let us consider the name of this base model as 

vgg16covmodel (a user defined identifier). The shape of the output of vgg16covmodel is (7,7,512) as seen in 

the last block of figure 2. 

 Using this base model, the train, validation and test features and labels are extracted by applying random 

transformation to each image as it is passed to the model. In order to avoid the problem of memory 

overflow, the data is fed in batch size of 32 that is 32 images from the respective directories (train and test 

directories for daisy and dandelion) are fed to the model at a time. The shape of the extracted features and 

labels for train, validation and test is as shown in table 1. 
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Figure 2 Model Summary for Pretrained VGG16 Model using ImageNet 

Table 1 Shape of Train-Test Features and Labels 

Features / Labels Shape 

train_features (200, 7, 7, 512) 

train_labels (200,) 

validation_features (100, 7, 7, 512) 

validation_labels (100,) 

test_features (100, 7, 7, 512) 

test_labels (100,) 

 

5. Model Building for image Classification 

 Once the train, validation and test features and labels are extracted using the pre-trained model another 

model is built for image classification based on fully connected network. This classifier will use features 

extracted from the convolutional base model. 

 The input shape to the sequential model is (7,7,512). The activation function at hidden layer used is ReLu, 

dropout is set to 0.5. Dropout [8] is used to address the problem of overfitting. The output layer activation is 

set to sigmoid. The model summary is as shown in figure 3. The model is compiled using Adam optimizer. 
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As the problem is of binary image classification, the loss is computed using binary cross entropy. The model 

is fitted using the train features and labels, validation data with batch size 32 and 100 epochs. The model 

accuracy is as shown in figure 4  

 

Figure 3 Sequential Model (DL) for Classification 

 

Figure 4 Model Accuracy and Loss 

 

6. Experimental Results 

The model on fitting was used for making predictions on test data. The predictions were made for 10 

random samples from test directory at each execution. The experiment was repeated five times and the 

following results were obtained. 

Table 2  Classification Result 

Execution Out of 10 Random Samples at each 

Execution 

 Rightly Predicted Wrongly 

Predicted 

1 8 2 

2 8 2 
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3 10 0 

4 9 1 

5 10 0 

Thus, it can be stated that the model has achieved 90% of accuracy for the flower data set image 

classification. 

7. Conclusion 

Convolutional Neural network are widely used in image classification. With the pre trained models, by 

applying transfer learning it has become possible to train the model with limited resources. In fact, the 

pretrained models avoid reinventing the wheel and also avoid building the model from scratch. It indeed 

helps focus on the capturing more specific features by adding more layers specific to the task. In this paper, 

the model is trained using VGG16 to extract features and a sequential model is built on top of it to perform 

classification of images. The data set used is a balanced data set with equal number of samples in each class 

and hence no bias. The results show 90% of accuracy of model when executed on 10 random samples with 

five iterations using CPU system, batch size of 32 and 100 epochs. The experiment was repeated by 

replacing VGG16 model with VGG19 on the same dataset. It was observed that there was no remarkable 

change noted in accuracy for classification. 
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