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Abstract  

Achieving energy efficiency during computational offloading is the critical and is the prime objective of this 

work. Energy efficient Computational offloading with CO2 reduction (EECOC) is proposed for achieving 

energy efficiency. Load balancing and CO2 minimization are the control parameters considered during the 

work. Green computing is accomplished when CO2 is minimized. Hence load balancing and computational 

offloading leads to the desired objective. Run time migration is considered to reduce the overhead in terms 

of idle machines. CO2 is emitted by VMs in case they are over burdened. Computation offloading is 

accomplished to reduce load on VMs hence reducing levels of CO2. Load distribution considers the 

configuration of VMs. Machines with higher configuration is selected at first place for allocation. Load is 

further reduced by removing redundancy in given job. Results indicate that Energy efficient Computational 

offloading with CO2 reduction reduces energy consumption by 23%. 
 
Keywords—EECOC, Energy Efficiency, Load 

Balancing, CO2, Green Computing, Redundancy. 
 
Introduction 
 
[1]Cloud  computing  is  used  to  provide  user  
with the resources more than capability of their 

physical machines. Cost is encountered on the basis 

of pay per use. [2], [3]As load on VMs in cloud 

increases, performance degrades. This degradation 

in performance also cause VMs to emit CO2 . Load 

on VMs required to be balanced to reduce CO2. 

Computational offloading is used to reduce load 

and CO2 levels. Energy Efficiency is achieved by 

considering [4]live VM migration in case of 

deterioration occurs in VMs. [5], [6]Energy 

efficient scheduling is also used for achieving 

optimization during migration. load can be further 

reduced by considering redundancy factor. The jobs 

containing similar work can be eliminated from the 

job to reduce load on the VM. This reduces the load 

and subsequently emission of CO2 levels. 

[18]Proposes energy efficient approach for 

reducing CO2 out of VMs. The technique uses 

temperature as a base mechanism for reducing CO2 

and enhancing energy efficiency. Temperature 

levels are considered as threshold with which 

temperature of VMs are compared. In case 

temperature of VMs enhances beyond threshold 

values than workload from current VM is 

offloaded to next VM in sequence. Proposed 

methodology is based on enhancing performance 

and reducing load, hence reducing emission of 

CO2 levels. Rest of the paper is organised as 

under.  
Section 2 describes scheduling and its objectives 

in advanced computing. Section 3 describes the 

existing work which is done in order to achieve 

energy efficiency. Section 4 describes the 

proposed work. Section 5 gives the result and 

performance analysis and next section gives 

conclusion and future work. 

 

Scheduling And Its Objectives 
 
Scheduling in multi cluster environment is critical 

area of research. Legion of scheduling algorithms 

are playing a part to schedule resources in multi 

cluster environment. Task can arrive from 

geographical large area and this present a 

challenge that which task must be given a resource 

at first place. In multi cluster environment 

Computer, data, and other resources are shared[7]. 

The service provider and consumers must agree 

upon what to be shared within given environment. 

The global nature of resource sharing is unique 
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facility provided within multi cluster environment. 

The resource may be present within different 

administrative domain and demanded by node  
belonging to some other domain[8]. Scheduling 
henceforth becomes important for optimal and 
deadlock free system.  
Scheduling is the process of assigning resources to 
jobs based on objective functions defined. Type of 

scheduling depends upon the objective function 
associated with the resource. Scheduling resources 

has following phases associated with it. 

 

 Resource Discovery
 Resource Filtering
 Resource Selection
 Resource Scheduling Policy

 
Before allocation within multi cluster environment, 

resources must be discovered. Resource may or 

may not be available[7]. Hence this phase becomes 

critical for monitoring of resource within the 

system[9]. The available resources must be checked 

to determine whether they satisfy the requirements 

or not. Hence filtering is compulsory. Resource 

selection out of available resources is next phase. 

This phase is critical since out of available 

resources of same type resource with optimal 

condition is selected for allocation. This is required 

so that job can be completed well within time. 

Healthier resource selection is the target of this 

phase. Scheduling policy decides the resource 

allocation is primitive or not. Resource allocation is 

said to be primitive if once allocation resource can 

be prompted from task even if it is not yet fully 

completed. 
 
Study Of Literature 
 
Energy efficiency is critical while resources are 

allocated to VMs. Work has been done towards this 
aspect. This section describes the techniques used 

to achieve energy efficiency by reducing load using 
computational offloading mechanism.  
[10]propose energy efficient mobile cloud 

computing using wireless energy transfer. The 

technique combines mobile cloud computing and 

microwave power transfer technique. Using this 

technique it is possible to perform computation in 

wearable devices. Set of policies are formulated for 

controlling CPU cycles in case of local computing 

and offloading for other mode of computing.  
[11]suggests energy constraint mechanism to 

ensure job execution efficiently. Code migration is 

suggested to optimize energy efficiency. Pre-copy 

with remote execution takes place. With remote 

execution, job executes from the remote server. In 

case of deterioration, job is migrated through code 

and hence progress of job is saved and it is 

executed again from the place it is stopped on 

previous machine. Results show considerable 

improvement in terms of downtime and migration 

time.  
[12]researched a task computing and cost of file 

offloading to minimize energy consumption. 

Radio resource allocation is primarily considered 

in this literature. Energy efficient computational 

offloading(EECO) on 5G network is proposed in 

this paper. Uplink and Downlink transmission rate 

is considered through the following equations.  
Uplink Transmission Rate 

2, = 2(1 + +  2) 
 
Equation 1: Uplink Transmission Rate 
 
Where ‗P‘ is the power of mobile device, ‗I‘ 
denotes the interference, ‗g‘ indicate the channel 
gain, ‗σ‘ is the noise.  
Downlink Transmission Rate 

, = 2(1 + +  2) 
 
Equation 2: Downlink Transmission Rate 
 
Channel for accessing used is M. Cost under the 
delay constraint is reduced considerably.  
[13] Proposes a decentralised approach for 

mobile computational offloading. Decentralised 

approach follows multiple virtual machines on 

which load is distributed. The computation is 

considerably reduced on individual machine. The 

energy efficiency is achieved since priority while 

allocation is considered. Results indicate 

improved performance.  
[14] Proposes duty cycling mechanism to achieve 

energy efficiency in scheduling of resources in 

wireless sensor network. Duty cycling is divided 

into power management and topology control 

mechanisms. Node redundancy is considered in 

topology control and power management is 

considered in case of sensor allocation. Sensors 

have limited power and energy associated with 

them. This work effectively manages both energy 

and power and hence a result obtained is better in 

terms of energy efficiency. Minimum load a node 

can tackle is given through the following equation. 
 ( (  )) ≤ (  ) ≤ (  ) ≤ min(deg(  ) 

 

Equation 3: Load equation for nodes 
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‗G‘ indicates the graph of the form G={V,E}, ‗V‘ is 
the set of vertex and ‗E‘ is the set of edges. ‗n‘ 
indicates total number of nodes.  
[15]consider both dynamic power as well as 

leakage power for energy efficiency during 

scheduling. Precedence constraint is employed in 

this case. Jobs hence are executed in terms of 

precedence rather than sequential. The execution 

time is calculated in terms of following equations. 
= (1 −  ) ∗ + ∗ 

 

Equation 4: Execution time calculation. 
 
Jobs are executed on 1, 2 and 4 cores for checking 
the power consumption. Results show better 

scheduling as compared to other scheduling 
mechanisms. 

Next section describes the detail proposed 
methodology which enhance Green computing by 
lowering the CO2 level and reduces energy 
consumption also. 
 
Proposed System 
 
The proposed system consider parameters Load, 
Energy and scheduling on individual machines 

within cloud environment. The overall organization 
of proposed methodology is listed as follows 
 
 

Algorithm EECOC  
Initialization section 
 
Set i=0,  
Max=Maximum_VM,  
Threshold=Capacity_of_vm, 

MaxJ=maximum_no_jobs_in_queue 

 
1. Input Jobs indicated through 

Cloudlet(Jobsi).  
2. Assign Priority with each Job(Cloudlet). 

Maintain Jobs according to priority in 

P_Queue. 
 

3. Specify Threshold value associated with 

each VMi. Threshold is the maximum limit 

of load associated with each VMi  
4. Repeat while i<MaxJ 4.a 

Assign job to VMi 

4.b if Loadi>Threshold then  
4.c I=i+1(Migrate the Load to other VM in 

sequence)  
End of if  

4.d Load_on_vmi=Loadi 

End of Loop 

 
5. Load on Individual 

Machine=Load_on_vmi  
6. CO2_level=Consumed_Loadi  
7. Storage_Utilizationi=S_used/S_Total 

 

 

The proposed methodology is designed to reduce 

energy consumption and subsequently reduce 
CO2 levels. The proposed system is described in 

detail as under 

 

A. Priority Job Queue 

[16], [17]As jobs arrive within the system, priority 

is assigned to them. This priority in proposed 

system is allocated by identifying types of jobs. 

The jobs arriving within the system are divided 

into categories as  
 System Processes3 

 User Processes
 
System processes are generally given highest 
preferences and ser processes are give n least 
preferences. The priority is assigned on the 
basis of following factors  

 Type of operation is identified and 

priority is assigned as operation number.
 Client computer performing the 

operation.
 The type of agent through which job is 

originated.


 Priority of client computer in references 

to job order.
 
After priority is assigned, jobs are grouped 
together within the queue. 
     [      ,        ] = { 1, 2, − − − − }  
Equation 5: x represent jobs arranged in the 
form of a queue. 

 

B. Assigning Threshold Load To Virtual 

Machines 
 
Threshold load is assigned to VMs on the basis 

of capabilities of Host machines. Host machines 
if has configuration of 10GB RAM, 2000GHz 

processor and generated VMs are 10 then 
configuration of each VM is listed as follows. 
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VM RAM Processor 
1 1 GB 200GHz 
2 1GB 200GHz 

 ------ ----- 
------ ------ ----- 
------ ------ ----- 
----- ------ ----- 
----- ----- ----- 
----- ----- ------ 

   
10 1GB 200 GHz 
Table 1: Configuration of VMs 

 
As the capabilities of VMs are same hence same 

threshold value can be allocated to each VM. 

Threshold value less than 1 GB(in terms of 

memory) and less than 200GHz(in terms of 

processing requirement) are assigned to each 

virtual machine. 

 

C. Job Migration For Energy 

Efficiency 
 
The capabilities of VMs are checked before 

allocation of job. In case, job requirements are 
more than threshold value, next VM in sequence 

is checked. This process continues until all the 

jobs are allocated and executed. The special 
variable  
‗expire‘ is introduced. This variable indicates 
VM capacity expires or not. If, VM capacity is 
not 

expired then job can continue on current machine. 

Since machine capability is not used beyond its 

capacity hence energy consumption is reduced 

considerably. After executing the jobs parameter 

calculation process begins. This is described as 

under 

 

D.Parameter Evaluation 
 
The job execution is followed by parameter 
evaluation. The parameter which how worth of 
study are  

 Load
 Energy
 CPU utilization
 Storage Utilization

 
The CO2 emission greatly depends upon load on 

current machine. In order to calculate CO2 

emission by individual machine, default value of 

CO2 emission per unit load is assumed for each 

machine. As the load on VM increases, CO2 levels 

increases. Hence CO2 greatly depends upon the 

load on current machine.  

Load is evaluated by the amount of time job is 
executed on current machine. Let = { 1, 2 − − − 
−, } indicates the jobs and V={ 1, 2, − − −, } are 
the set of VM. Load on V1 is according to burst 
time of Jobs. J1 if has burst time of 50 and is 
executed on V1 than load on V1 is 50.  
Consumed energy is calculated by the use of 
following formula 
 
= ∗ 100 

 
Equation 6: Energy estimation mechanism 
 
‗Load‘ indicates the amount of load on current 
machine per unit time. It is given through 
following equation. 
 

=      (   ) ∗         (   ) 

 
Equation 7: Load estimation equation 
 
Poweri is predefined power associated with each 

VM. Load define burst time of job on current vm. 

Storage in terms of percentage is given as 

S(%)=(storagei/Total)*100 
 
Equation 8: Storage in % form 
 
 
Storage indicates job storage requirement and total 
indicates total job storage requirements. The CO2 
emitted by VM is calculated using the equation.  

 

em_factori=(em_factori*Total_Load)/100; 
 
Equation 8: CO2 calculation em_factor indicates 

 
the CO2 levels emitted by VM. Total_Load is 
the sum of burst time possessed by each job.  
Next section describes performance analysis 
and results. 
 
Performance Analysis And Result  
Comparison 
 
Performance of EECOC is evaluated using 
the simulation conducted in CloudSim. 
Obtained results in terms of various 
parameters are listed as follows. 
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Table 2: Results in terms of Load and Storage. 

 
Load is calculated using equation 7 and 
Storage (%)is calculated in terms of 
equation 8. 

 
 

Figure 1: Plot of Load and storage present on VM. 
 
The performance of EECOC is also 
evaluated in terms of CO2 levels. This is 
given as follows 

 
Virtual machine Co2 Level 
VM 0 0.70 
VM 3 0.70 
VM 4 0.55 
VM 5 0.52 
VM 6 0.58 
VM 7 0.51 
VM 8 0.53 
VM 9 0.57 
VM 10 0.54 

 
Table 3: CO2 levels associated with VMs in  
EECOC. 

 
Plots corresponding to Table 3 are as follows 

 

Co2 Level 

 

Figure 2: CO2 Levels associated with EECOC 
 
Comparison with existing literature[18] 
indicates better results in terms of CO2 
levels. 

 
VIRTUAL EXISTING PROPOSED 

MACHINE 
SYSTEM(CO
2 

SYSTEM(CO
2 

 LEVEL) LEVEL) 
VM 0 4.0 0.70 
VM 1 4.9 0.75 

 
 

Figure 4: Comparison of EECOC with 
existing literature[18] 
 
As indicated through obtained result, EECOC 
is performing better and result is improved by 
33%. 
 
 

VI. CONCLUSION AND FUTURE SCOPE 
 
The EECOC reduces CO2 levels and enhancing 

performance. Job allocation strategy is formed 

by considering priority of the job submitted. 

Once job is submitted, VMs are analysed for 

deterioration. As the VM is deteriorating, load 

is migrated from current machine to next 

machine in sequence. Load is reduced 

considerably on current machine and load is 

balanced. Threshold value of CO2 emitted by 

distinct machines is maintained. As the load is 

assigned on individual machine, CO2 levels 

emitted by VM increases. However in EECOC 

these levels are minimal due to migration of 

load.  
N the future, other allocation strategies like 
shortest jobs first and round robin can be used 
along with EECOC to determine mechanism to 
lower CO2 levels further. 
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