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Abstract –  

As an information resource the Internet is increasing in size, depth and complexity. Availability of information is no longer an 

issue on the Internet. In an era where human presence is worth so much, it is becoming increasingly time consuming to analyze 

the relevant information from an ever-growing sea of inadequate or inappropriate data and accelerate the laborious process of 

web browsing. Information provided by search engines to web users is irrelevant, due to the lack of providing structural 

information and categorization of the documents. The issue of uncategorized data has become a standoff due to the 

inconsistencies and variations in the characteristics of the data.  

In this paper, we present a way to cut short the sea of data to relevant data by forming categories and then providing 

summarized data with links in specific category. The projected way has insightful ability to improve the drawback and returns 

efficient outcomes. 

  

Index Terms - Relevant data, k-means, categorization.  

 

1. Introduction  

 

Search Engine is software that searches for data based 

on some criteria. Every Web search engine site uses a search 

engine that it has either developed itself or has purchased 

from a third party. Search engines can differ dramatically in 

the way they find and index the material on the Web, and 

the way they search the indexes from the user's query. 

Although a search engine is technically the software and use 

algorithms to perform a search. For example, Google [12] is a 

major search site on the Web, but rather than being called 

the “Google search site,” it is commonly known as the 

“Google search engine.” 

 Since we live in a computer era, Internet has 

become a part of our everyday lives and information is only 

a click away. Just open your favourite search engine, like 

Google, Bing, Yahoo, type in the key words, and the search 

engine will display the pages relevant to your search. During 

the past two decade the frequency at which technology 

boosted is very high. From the first 3 web sites that the baby 

Internet had (Microsoft, Netscape, and Amazon), to 800 

million pages in 1999 and to over 50 billion pages today, the 

Internet has experienced an exponential growth. Even the 

simple surf on the Internet is enough to convince you that 

there is a huge amount of information and links available 

online. However, all this information is useless unless we 

have a way of searching and sorting it.  

 

1.1 Earlier Scenario 

 

        From the first search engine Archie in 1990, to the 

modern search engines we use today, the problem of 
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deciding the relevancy of the information available online 

has been an issue. This used to be the correct picture in the 

early 90s, when the first search engines used text based 

ranking systems to decide which pages are most relevant to a 

given query. There were however a number of problems 

with this approach. Suppose we wanted to find some 

information about Apple. We type in the word “Apple” and 

expect that “www.apple.com” would be the most relevant 

site to our query. However there may be millions of pages 

on the web using the world Apple, and www.apple.com may 

not be the one that uses it most often. Suppose we decided to 

write a website that contains the word “Apple” a billion 

times and nothing else. Would it then make sense for our 

web site to be the first one displayed by a search engine? 

The answer is obviously no. However, if in all search engine 

does is to count occurrences of the words given in the query, 

this is exactly what might happen. 

 

1.2 Recent Scenario 

 

 Now-a-days search engines use multiple algorithms 

for efficient search. For example, Google uses PageRank 

Algorithm [12]
, Knowledge Graph [11] to give information. 

The only issue with this is it gives information randomly. 

Like when we search it retrieves information from almost 

every field irrespective of what is required by the user. It 

becomes very hectic for the users’ to go through each and 

every link and analyse that is it according to what is 

required. Suppose we wanted to find information about 

Synchronisation. Google [12] will provide number of links 

with different content like synchronisation meaning, 

data synchronisation, synchronisation in java, 

synchronisation of alternators, synchronisation in operating 

system, synchronisation of generators, 

process synchronisation etc. If user wants information on 

synchronization in java, he will have to open different links 

and go through whether it is according to what is required or 

not. It would be a hectic job to go through each and every 

link and check the content. 

 Instead providing categories with summary and 

links will cut short the hectic job and   searching time and 

will increase efficiency. It will play a vital role in many 

information management and retrieval tasks. It can also help 

to improve the quality of web search. 

 

 

 

 

2. RELATED WORK 

 

People who rely on internet for information and 

data frequently turn to “Google”; almost a synonym to 

Internet to many. For last 15 years Google has become the 

most widely used search engine [5]. At first Google could 

only retrieve websites. It was only after a little flourishing, 

that they were able to implement various supporting aspects 

like news, video search, Image search etc. 

As the Google average per day search has increased 

from 9800 to 5,134,000,000 the amount of energy required 

to run search engine has also increased. Every search cost 

around 0.2-7 grams of carbon emission. To reduce this 

emission Google is working on this to ensure responsible 

use of Google [13].  

The idea of splitting a Web page to fragments has 

been used by Cai et al. [9], Lee et al. [15] and Song et al. [16], 

where they extract query-independent rankings for the 

fragments, for the purpose of improving the performance of 

web search and also to facilitate web mining and 

accessibility. Cai et al. [9] partition a web page into blocks 

using the vision-based page segmentation algorithm. Based 

on block-level link analysis, they proposed two new 

algorithms, Block Level PageRank and Block Level HITS to 

extract authoritative parts of a page. Lee et al. [15] discuss a 

Web block classification algorithm after Web page division 

into semantic blocks, while Song et al.[4] provide learning 

algorithms for block importance. 

A small set of rules were manually constructed by 

observing a limited set of blogs from the Blogger and Word 

press hosting platforms. These rules operate on the DOM 

tree of an HTML page, as constructed by a popular browser 

Mozilla Firefox [3] Chekuri et al. studied automatic web page 

classification in order to increase the precision of web 

search. A statistical classifier, trained on existing web 

directories, is applied to new web pages and produces an 

ordered list of categories in which the web page could be 

placed. here the classification category have been studied in 

the different point of view like binary, multiclass, flat, 

hierarchical, soft and hard classification. 

 

3.  PROPOSED SOLUTION 

 

 In this research paper a framework is proposed that 

gets text input from the user in the form of single or multiple 

keywords. Input is analyzed and processed to retrieve 

information. The retrieved information is then categorized 

and displayed to the user.  Now information is just a click-

away. The user can click on any of the category to get the 

desired information. The proposed architecture not only 

provides categories but also displays the summarized 

document of the category selected. 

 The purpose of Search Engine optimization is to 

allow effective search on the collection of Unstructured 

Text. It might be helpful to many users. It will help people 

who are not used to Internet and old age people who are not 

aware of using the internet for search purpose. It will also 

reduce the task of going through each and every link and 

gathering the data. Thus it will help to improve the quality 

of web search.   

 

4.  ARCHITECTURE OF THE SYSTEM 
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 In this research paper a framework is proposed that 

gets text input from the user in the form of single or multiple 

keywords, understands the input and pass it to the third 

party. Third party can be any search engine like Google, 

Yahoo, and Bing etc. Third party already has its indexed 

database and algorithms to retrieve information. It retrieves 

information in form of links and html data. That data is 

downloaded in JSON format and then links are extracted 

using JSON parser. Links are crawled and all the web 

documents are converted from HTML files to normal plain 

text file. After removing the HTML tags and the textual data 

is then stored in text files which is done with the help of 

HTML parsers. The textual part can be found in any of these 

tags, thus extracting the necessary information from tags 

like <p>..</p>, <pre>..</pre> etc. will be done. All text files 

are merged into a single text file. This text file can vary in 

size depending on the retrieved information from third party. 

Now, the obtained text file is pre processed and Term 

Frequency (TF) and Inverse Document Frequency (IDF), 

cosine index is calculated and passed to k-means for 

clustering. 

 Clustering is unsupervised classification of data set 

to reduce the amount of data by categorizing or grouping 

similar data items together. To apply the clustering 

techniques, each document is usually represented as a vector 

of weighted term frequencies such as Term frequency (TF) 

and Inverse Document Frequency (IDF). For these vectors, 

it is necessary to calculate a similarity or distance measure 

that clustering algorithm defines between two vectors. For 

these calculations, a pair of closest points is merged into a 

new single cluster. This merge process is repeated until a 

stopping criterion is satisfied. 

 

 

 Figure 1: 

Basic Architecture of the System. 

 

5.  SYSTEM’S WORKFLOW 

      The workflow of system consist of  different steps 

that are connectivity to search engine through API, Extract 

text data from links, Preprocessing of data, forming 

categories from data and provide summary with links. Here 

is the detailed description of the workflow. 

 The search results retrieved from the third party are 

in the form of links (URLs). These URLs are visited 

separately and the data is extracted using the HTML parsers. 

Data from all the URLs is gathered into a single document. 

After combining data into a single file the file is 

preprocessed and stemming is done by using porter’s 

algorithm. After filtering the term frequency is calculated 

for each and every word in the file. Term frequency is a 

numerical statistic that is intended to reflect how important a 

word is to a document in a collection. It is often used as a 

weighting factor in information retrieval and text mining. 

Then the file is evaluated by calculating the similarity 

measures like cosine and dice which helps us to identify 

important and unique sentences from a file to form various 

clusters. Then the resorting of clusters sentences is done to 

form the clusters with relevant data. Then the summary of 

that data will be generated for each cluster. The diagram 

below depicts the overall flow. 
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 Figure 2: System Workflow 

 

 

4.1 Data extraction from Third Party 

 

Web search engines work by storing information 

about a large number of web pages, which they retrieve 

from the WWW itself. These pages are retrieved by a web 

crawler an automated web browser which follows every link 

it sees, exclusions can be made by the use of robots.txt. Data 

about web pages is stored in an index database for use in 

later queries.  

 We retrieve information of third party i.e. search 

engine by using an API (Google Custom Search API). We 

download the data from the links and perform parsing to 

store it into the text files. 

 

 

 

 

  

 

   

 

 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

    Figure 3: Data Extraction 

 

   

4.2 Page categorization algorithm building blocks 

 k-means[6] is  one of  the simplest unsupervised  

learning  algorithms  that  solve  the well  known clustering 

problem. The procedure follows a simple and easy way to 

classify a given data set through a certain number of clusters 

(assume k clusters).  

 

 

 

Algorithmic steps for k-means clustering 

 

Let  X = {x1,x2,x3,……..,xn} be the set of data points and V 

= {v1,v2,…….,vc} be the set of centers. 

Connect to Third Party 

using API 

Open connection 

Download data in 

JSON format 

Parse data using JSON 

Parser to extract links 

Merge text files data into one 

text file. 

Remove HTML tags and save 

text in text files 

Parse Data using HTML Parser 

Download data from extracted 

links in HTML format 

File is then passed to k-

means      algorithm for clustering 
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1) Randomly select ‘c’ cluster centers. 

2) Calculate the distance between each data point and cluster 

centers. 

3) Assign the data point to the cluster center whose distance 

from the cluster center is minimum of all the cluster centers.. 

4) Recalculate the new cluster center using:   

 

 
 

Where, ‘ci’ represents the number of data points 

in ith cluster. 

 

5) Recalculate the distance between each data point and new 

obtained cluster centers. 

6) If no data point was reassigned then stop, otherwise 

repeat from step 3). 

 

4.3 OUTPUT 

 

 We have used software tools like JAVA, J Frames 

and NETBEANS IDE in our work for information retrieval 

and page categorization. 

4.3.1 Data Retrieval 

 

 Data Retrieval is based on the search engine 

content for top 10 URLs to identify the correctness of Data 

Retrieval. 

 

 
 Figure 4: Data Retrieval  

 

 Data retrieved from API is slightly different from 

what Search Engine retrieves. Correctness of data retrieved 

from Search Engine is more than what API retrieves. Also 

amount of data differs. For example if search engine 

retrieves 200 keywords then keywords retrieved by API will 

be less than what is retrieved by Search Engine.       

 
 Figure 5: Correctness of data retrieved 

  

4.3.2 Clustering of data points 

 

 Clusters are based on the test data for top 10 

selected URLs to identify the correctness of algorithm. 

 

 
Figure 6: Showing the result of k-means for 'N' = 60  

  and 'c' = 3 

 

 

5. CONCLUSION & FUTURE WORK 

 

The designed algorithm is used to understand the 

user’s information and extract the relative information. It 

has a perceptive ability to understand the user requirements 

and then search and extract the refined results in form of 

categories and to present query-specific summaries for text 

documents. 

 Improvement in the algorithm can improve the 

accuracy ratio of the result and can ultimately influence the 

accuracy ratio of searching results. In the future, we plan to 

extend our work to account for links between documents of 

the dataset. For example, exploit hyperlinks in providing 

summarization on the web. 
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