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Abstract: Vehicular accidents are taking place day by day and people are losing their lives across the 

world. It is important to detect physiological and Psychological parameter of the vehicular driver so that 

various levels of physical and mental fatigue can be measured. Research has been initiated at a great extent 

in India to develop an insidious solution for eliminating such accidents. In this paper the KNN (K-nearest 

neighbor) algorithm has been designed to organize Post and Pre driving fatigue levels. The performance 

analysis of K- nearest neighbor algorithm has been discussed here. This paper propose a method to plan and 

to execute the major element of this computing system which is wearable and the aim is to watch the Fatigue 

level of a driver using physiological parameters so that a simplified system can be built without disturbing 

the driver and unaffecting his comfort level. This paper also presents the usage of physiological parameters 

of the body such as oximetry pulse for classifying the post and pre driving fatigue state of the vehicular 

drivers. 

Introduction:Fatigue is associated with both reduced capacity to perform and motivation to perform. 

Fatigue is defines a state of the person that results of sustained activity wherein he or she declares being 

unable to continue the activity further. It is integration of the behavioral physiological and emotional   

factors that can result in chronic physical or mental states. Some systems have been developed to detect and 

monitor the drowsiness, alertness and stress level of the vehicular Drivers which is based on some 

parameters like Electrooculograph (EOG), Electrocardiograph (ECG), Electroencephalograph (EEG) and 

some set of physiological parameters like Skin Conductance, Oximetry Pulse, Respiration, SPO2, and the 

current work focuses on the first two parameters to detect and monitor the mental fatigue / drowsiness of a 

driver. Using KNN (K-nearest neighbor) algorithm has been designed to organize Post and Pre driving 

fatigue levels. some simple physiological signal with cognitive fatigue in vehicular driver as there exist 

many tiny and simple physiological sensors that can be embedded in wearable’s of the vehicular driver and 

may not lead to distraction. The physiological sensor signals and their features extracted were used as input 

to various classification techniques using Neural Networks, SVM, Fuzzy systems, and statistical methods so 

on. 

In this paper we included the details of data collection, design & implementation of two different version of the KNN 

algorithms and tests results. The comparative analysis of all the algorithms for specific fatigued data has been carried 

out.   

Data Used: The details of data used, features extracted and performance measures used for performance 

analysis of KNN algorithms used for of pulse oximetry signal for fatigue detection in vehicular drivers. The 

fatigue detection in vehicular drivers, real time physiological sensory data   related to fatigue state and 
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normal state, collected and used for further processing. The data recorded of Normal state driver (Pre-

driving) and fatigued state (Post-driving) in text file format. 

The two state signals of pulse oximetry were processed for extraction of predefined features using 

MATLAB. Two feature files were extracted from Pulse Oximetry signal. Feature Set I (Biorlet Wavelet with 

level 4 decomposition features File -OP_BIOR1.1_L4), Feature Set II (D’Meyer Wavelet with level 8 

decomposition Feature File- OP_DMey_L8). Feature set I includes 51 features of Biorlet wavelet at 

decomposed to level 4 whereas Feature Set II includes total 85 features of D’Meyer wavelet decomposed to 

level 8. The details of feature vectors and their size are mentioned in Table 1. 

Table 5.1: Details of Input parameter 

Physiological 

Signal 

Feature File Name No. of 

Feature 

Vectors 

Size of Training 

dataset 

Size of Testing 

dataset 

PulseOximetry OP_BIOR1.1_L4 51 400x51 400x51 

OP_DMey_L8 85 400x85 400x85 

 

Proposed Approach:  

Basic KNN (Version 1): The basic KNN algorithm is manly used for the classification of the different 

dataset. In the classification of dataset we use the high dimensional data which is related to the driving 

condition (pre driving and post driving). In this algorithm first of all we read the data file of wavelet features 

set which contain two categories dataset (pre and post) from Excel data file. 

Algorithm to compute the Basic KNN (Version 1) work as Classifier:  

Step 1: Read the Two class data (Pre and Post driving) from Excel data file. 

Step 2: Find the number of rows and number of columns. 

Step 3: Initially store the dataset i=0 to rows and j=0 to number of columns into 2-D array along with class 

tag. 

Step 4:  Assign first two values of each column to corresponding two class reference points. 

Step 5: Read and Calculate the minimum distance of neighbors in each column to the corresponding 

reference point. 

Step 6:  Assign data neighbors to each class from which the distance is minimum for each reference point. 

Step 8: Update value of each reference point for corresponding columns. 
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Step 9: Recalculate the distance between previously assigned neighbors to the new reference point of each 

column. 

Step10: If no neighbor of each column was reassigned then stop otherwise go to step5 for corresponding 

column. 

Step 11: Prepare confusion matrix of test data for dataset   & write to output file. 

 

Modified KNN(Version 2): The basic difference in the concept from Version 1 is that here one problem with 

our regression application. That is how to select and we want to find the first three nearest neighbors to X. 

That is node 1, node 3, and node 2. But node 2 is too far away from node X. In order to alleviate this 

problem, First of all, we found the minimal distance from all the training set to the unknown node. In this 

case, we see that   the distance from node 1 to node X is this value. If we just locate the neighbors that are of 

1 time of minimal distance from this node, then we take this unknown node as the center and draw a circle 

by taking minimal distance as the radius. If we want to find the neighbors within 1.3 times of minimal 

distance from the unknown point, then node 3 is added. We can call our strategy clustering as well and we 

choose the same distance metric as in Naive KNN method. The method makes sense because only the 

closest neighbors join the prediction computation. We can call the proportion parameter as learning rate. 

Usually, we set this value from 1.0 to 2.0. 

 

Algorithm to compute the Modified KNN (Version 2) work as Classifier:  

Step 1: Read the Two class data (Pre and Post driving) from Excel data file. 

Step 2: Find the number of rows and number of columns. 

Step 3: Initially store the dataset i=0 to rows and j=0 to number of columns into 2-D array along with class 

tag. 

Step 4: Read and Calculate the minimum distance between the each data point in each column to the 

corresponding data point. 

Step 5: Set the value of learning parameter ὴ=1.0 in each column. 

Step 6:  Store the dataset i=0 to rows and j=0 to number of columns into 2-D array along with class tag. 

Step 7: Assign data neighbors to each class from which the distance is minimum from the ὴ * calculated 

minimum distance each data points of each column. 

Step 8: Update value of each reference point for corresponding columns. 

Step 9: Recalculate the distance between previously assigned neighbors to the new reference point of each 

column. 

Step 10: Update the value of ὴ of each column. 
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Step11: If no neighbor of each column was reassigned then stop otherwise go to step6 & step10 for 

corresponding column. 

Step 12: Prepare confusion matrix of test data for dataset   & write to output file. 

 

Comparative Analysis of Performance of KNN algorithms for Pulse Oximetery Parameters: 

1. For Feature Set-I of Oximetry Pulse OP_BIOR1.1_L4: The algorithm when tested for training 

and test data could perform up to 100 % classification accuracy for MAX CA4 and MAX A4. 

 

Figure 1(a): PO Feature Set I versus PCLA for K-NN 1 to 2 

 

Figure 1 (b): PO Feature Set I versus PCLA for K-NN 1 to 2 
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2. Feature Set II: File Name : PO_DMey_L8 (Total 85 features): Here the 85 features were 

extracted from Oximetry Pulse signal using DMeyer wavelet decomposed to level 8 with feature 

vector size (800x85) including 400x85 for training and 400x85 as test dataset. The MAX, MEAN of 

CA8, VAR, MODE of CD1, MAX, MEAN, MODE of A8, VAR CD2, MODE D8 and entropy only 

could give classification accuracy more than 90 % for each class while tested with training and test 

datasets.  Some of the features could fetch good results in either of the classes.  
 

 
Figure 2(a): PO Feature Set II versus PCLA for K-NN 1 to 2 

 

 

Figure 2 (b): PO Feature Set II versus PCLA for KNN 1 to 2 

Optimal Performing Parameters and Two Versions of KNN:It shows the summary of various features 

those performed the best in each class for training as well as test datasets in corresponding algorithms.  

Table 2: Optimal Performing Physiological Parameters / Features & Algorithms 
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Physiological 

Parameters / 

Algorithms  

Feature File Total 

Features 

K-NN Version 1 K-NN Version 2 

Oximetry Pulse Feature Set I 

OP_BIOR1.

1_L4 

51 MAX A4 MAX CA4  and MAX A4 

 Feature Set 

II 

OP_DMey_L

8 

100 MAX, MEAN of 

CA8, VAR, MODE of 

CD1, MAX, MEAN, 

MODE of A8, VAR 

CD2, MODE D8 and 

entropy  

(10 Features) 

MAX, MEAN of CA8, 

VAR of CD1,CD2 MIN 

of CD6, MEAN of CD7, 

CD8 MAX, MIN, MODE, 

MEAN of A8 VAR D1, 

MODE& MIN D8 (14 

Features)  

 

Results: That KNN version 2 (modified KNN) could perform very well for maximum features of pulse 

oximetry parameters Although KNN1 and KNN2 performed well for some of the features, the test has been 

on individual features rather than in combination and hence these features only can be used for detection of 

cognitive fatigue as the classification accuracies for both the classes has been up to 100 %. For Oximetry 

Pulse signal, Bior’s wavelet features only the approximate coefficient of Decomposed and Reconstructed 

signals i.e. CA4, A4 has performed well in KNN Version 1 and 2.  The PO DMeyer’ s feature set 

Approximate coefficient of decomposed and reconstructed wave along with some detail coefficients has 

performed very well in Version 1 & 2. 

Conclusion: The data collected for Pulse Oximetry signal of vehicular drivers for two states while driving, 

its analysis and feature extraction using wavelet function of varying order and level of decomposition could 

lead to make it feasible to correlate with fatigue level in vehicular drivers using K-Nearest Neighbor 

Classifier. Percentage classification accuracy has been used as performance measures to test the 

performance of the classifiers. The various solutions provided by the researchers to detect and monitor the 

drowsiness / alertness / fatigue in vehicular drivers. The review outcome could lead to understand the 

problem in-depth and the solution methodologies with their pros and cons. It also directed to attempt for a 

simple solution that may be acceptable to the vehicular drivers and at the same time fetch an accurate and 

early detection methodology to avoid vehicular accidents and the loss of lives or health injuries. The test 

results proved that some of the features of all the parameters individually could be classified to the extent of 

100 % by KNN 1 and 2. 
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