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Abstract: The fast developing computer science and engineering techniques has made the information easy to capture process and 

store in databases. Information or data are considered as elementary variable facts. Knowledge is considered as a set of 

instructions, which describes how these facts can be interpreted and use[1]. Data describes the actual state of the world; however 

knowledge describes the structure of the world and consists of principal and laws. How to gather, store and retrieve data is 

considered in database. Soft computing (SC) is an evolving collection of methodologies, which aims to exploit tolerance for 

imprecision, uncertainty, and partial truth to achieve robustness, tractability, and low cost. SC provides an attractive opportunity to 

represent the ambiguity in human thinking with real life uncertainty.  Soft computing has recently been playing an important role 

in advanced knowledge processing. An advanced learning method using a combination of perception and motion has been 

introduced. Emergent, self-organizing, reflective, and interactive (among human beings, environment, and artificial intelligence) 

knowledge processing is considered by using soft computing and by borrowing ideas from bio-information processing [2].  

 

Keywords: Soft Computing, Imprecision, Bio information, Emergent 

I. INTRODAUCTION  

Soft computing (SC)was proposed for construction of new 

generation artificial intelligence (high machine intelligence 

quotient (HMIQ), human-like information processing) and 

for solving nonlinear and mathematically unmodeled 

systems (tractability) (TR) [3]. 

         Data mining is a field at the intersection  of 

computer science and statistics, is the process that attempts 

to discover patterns in large data sets. It utilizes methods at 

the intersection of artificial intelligence, machine learning, 

statistics, and database systems. The overall goal of the data 

mining process is to extract information from a data set and 

transform it into an understandable structure for further 

use[4][5][6]. 

 

II. PROCESS OF KNOWLEDGE DISCOVERY 

 

i. Selection : It involves identification or extraction 

of relevant data for analysis. 

ii. Processing : It involves preparing the data set by 

resolving problems like missing data, skewed 

data, irrelevant fields, removal of outlying 

points etc[7][8]. This step consisting of two 

steps, like data cleaning and data integration. 

Data cleaning consists of some basic 

operations like normalization, noise removal 

etc. Data integration includes integrating 

multiple, heterogeneous data sets generated 

from different sources. 

iii.  Data mining : It involves application of 

knowledge discovery algorithms to the cleaned 

, transformed data in order to extract 

meaningful patterns from 

the data. 

iv. Pattern Evaluation : It involves evaluation of 

patterns for interestingness. 

v. Interpretation : It involves representation of 

discovered knowledge in proper format. 

 

III. METHODS OF DATA MINING:- Data mining, the 

extraction of hidden predictive information from large 

databases, is a powerful new technology with great potential 

to help companies focus on the most important information 

in their data warehouses. Data mining tools predict future 

trends and behaviors, allowing businesses to make 

proactive, knowledge-driven decisions[9]. The data is 

invariably present in substantial quantities. 

1. Classification: Classification is the most 

commonly applied data mining technique, which 

employs a set of pre classified examples to develop 

a model that can classify the population of records 

at large. Fraud detection and credit risk 

applications are particularly well suited to this type 

of analysis[10]. This approach frequently employs 

decision tree or neural network-based classification 

algorithms. 

2. Clustering: Clustering is a division of data into 

groups of similar objects. Representing the data by 

fewer clusters necessarily loses certain fine details, 

but achieves simplification[11]. It models data by 

its clusters. Data modeling puts clustering in a 

historical perspective rooted in mathematics , 

statistics, and numerical analysis[12]. 
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3. Association Rules : Association analysis is the 

discovery of association rules showing attribute 

value conditions that occur frequently together in a 

given set of data. Association analysis is widely 

used in transaction analysis[13]. Association and 

correlation is usually to find frequent item set 

findings among large data sets. Association Rule 

algorithms need to be able to generate rules with 

confidence values less than one. 

4. Neural Network : Artificial neural networks are 

composed of interconnecting artificial neurons 

(programming constructs that mimic the properties 

of biological neurons). Artificial neural networks 

may either be used to gain an understanding of 

biological neural networks, or for solving artificial 

intelligence problems without necessarily creating 

a model of a real biological system [14]. The real, 

biological nervous system is highly complex: 

artificial neural network algorithms attempt to 

abstract this complexity and focus on what may 

hypothetically matter most from an information 

processing point of view. 

5. Outlier Analysis: The analysis is to identify and 

explain exceptions. Outliers are data elements that 

cannot be grouped in a given class or cluster. Also 

known as exceptions or surprises, they are often 

very important to identify. 

6. Visualization: Visualization uses interactive 

graphs to demonstrate mathematically induced 

rules and scores, and is far more sophisticated than 

pie or bar charts. Visualization is used primarily to 

depict three dimensional geographic locations of 

mathematical coordinates. 

 

IV.SOFT COMPUTING TOOLS IN DATA MINING: 

1. Neural Network: Artificial Neural Networks 

(ANN) are networks of artificial neurons, and 

hence constitute crude approximations to parts of 

real brains. They may be physical devices, or 

simulated on conventional computers. From a 

practical point of view, an ANN is just a parallel 

computational system consisting of many simple 

processing elements connected together in a 

specified way in order to perform a particular task. 

These are extremely powerful computational 

devices. They can learn and generalize from 

training data, so there is no need for enormous feats 

of programming. They are particularly fault 

tolerant; this is equivalent to the ―graceful 

degradation‖ found in biological systems. They are 

also very noise tolerant, so they can cope with 

situations where normal symbolic systems would 

have difficulty[15]. 

2. Fuzzy Set Theory : Fuzzy sets theory as a 

paradigm to deal with some of the difficulties that 

are related to the concepts or numbers that have 

vague boundaries. Fuzzy sets theory defines such 

concepts and numbers as fuzzy sets[16]. Operations 

of fuzzy sets are the formal mechanism to operate 

on fuzzy sets to define new concepts[17]. 

3. Genetic Algorithm : Genetic algorithms a 

biologically inspired technology, are randomized 

search and optimization techniques guided by the 

principles of evolution and natural genetics. They 

are efficient, adaptive, and robust search processes, 

producing near optimal solutions, and have a large 

degree of implicit parallelism[18]. GAs are part of 

a broader class of evolution-inspired algorithms. 

Alternatively, one can classify them as one of a 

derivative-free optimization group of algorithms. 

Their applications in transportation go back to the 

early 1990s and since then have been growing 

steadily . In all applications, GAs were 

instrumental in solving problems that had been 

either difficult to solve, or the solutions had been of 

modest quality. GAs are one of the derivative-free 

stochastic optimization methods which have their 

foundation in the concepts of natural selection and 

evolutionary processes[19]. Genetic algorithm 

processing object not parameters itself, but the 

encoded individuals of parameters set, which 

directly operate to set, queue, matrices, charts, and 

other structure. In standard genetic algorithm, 

basically not use the knowledge of search space or 

other supporting information, but use fitness 

function to evaluate individuals. Genetic 

programming is used to automatically generate, 

evaluate, and select object-oriented queries[20]. 

GAs are also used for several other purposes like 

fusion of multiple data types in multimedia 

databases, and automated program generation for 

mining multimedia data. 

4. Rough Set Theory : A rough set learning 

algorithm can be used to obtain a set of rules in IF-

THEN form, from a decision table. The rough set 

method provides an effective tool for extracting 

knowledge from databases[21]. 

 

V. METHODOLOGY 

 Two steps of Methodology:- 

a. Pre Processing 

b. Genetic Algorithm 
a. Pre-processing:-   Pre-processing is combinations 

of 3 methods:- 

Data Cleaning:- DATA CLEANING - a 

two step process 

including DETECTION and 

then CORRECTION of errors in a data 

set. Every dataset contains some errors, 

and every analyst experiences a rite of 

passage in wasting days drawing wrong 

conclusions because the errors have not 

been first rooted out.  Up to half of the 

time needed for analysis is typically spent 

in "cleaning" the data.  This time is also, 

typically, underestimated.  Often, once a 

clean dataset is achieved, the analysis 

itself is quite straightforward.       

i.  Data Reduction:-  Obtains reduced 

representation in volume but produces the 

same or similar analytical results. 

ii. Data Integration:- It combines data from 

multiple sources into a coherent data store 
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as in data warehousing. These sources  

may include multiple databases, data 

cubes or flat files. 

b. Genetic Algorithm:- After pre-processing I will 

use genetic algorithms as second step of my 

methodology. Genetic algorithms were formally 

introduced in the United States in the 1970s by 

John Holland at University of Michigan. The 

continuing price/performance improvements of 

computational systems has made them attractive 

for some types of optimization. In particular, 

genetic algorithms work very well on mixed 

(continuous and discrete), combinatorial problems. 

They are less susceptible to getting 'stuck' at local 

optima than gradient search methods. But they tend 

to be computationally expensive.  

 To use a genetic algorithm, you must 

represent a solution to your problem as a genome 

(or chromosome). The genetic algorithm then 

creates a population of solutions and applies 

genetic operators such as mutation and crossover to 

evolve the solutions in order to find the best one(s). 

The three most important aspects of using genetic 

algorithms are:  

(1) Definition of the objective function. 

(2) Definition and implementation of the 

genetic representation. 

(3) Definition and implementation of the 

genetic operators. 

 

VI. CONCLUSION 

The proposed model is more objective and 

reasonable in determining the object oriented 

queries with genetic algoritms and focuses in the 

most important linguistic term for reduced time 

complexity. With the help of this we can also 

perform the prediction of any given data sets. This 

is used to find optimal result. 
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