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Abstract - Data mining is an emerging topic of the computer science research in recent years, and it has extensive 

applications in various fields such as Bio informatics, Criminal investigation, Research analysis, Corporate surveillance, 

Manufacturing engineering, Web and Semantic web. It uses machine learning, statistical and visualization techniques to 

discovery and present knowledge in a form, which is easily and is well explicable to humans. In today’s ferociously 

competitive business surroundings, corporations to speedily flip these zettabytes of information into vital insights into their 

customers and markets to guide their promoting, investment and management ways. We are concentrating many taking 

survey for many data mining 102 software tools because however current information contains most structured and 

unstructured data, spatial data.etc., that it becomes almost not possible to manually analyze them for valuable decision-

making information .Automated discovery tools have the aptitude to investigate the information and gift the extracted 

high level info to the analyst or decision-maker. This research paper focuses on data mining techniques, software tools, and 

most trendy applications. 
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1. Introduction 

Data mining refers to the” semiautomatic exploration and 

analysis of large quantities of data in order to discover 

meaningful patterns and rules”
[1]

.It is  extraction of novel, 

understandable and potentially useful patterns implicitly stored 

in large databases, data warehouses and other massive 

information repositories comprising textual, numerical, 

graphical, spatial data. As data are being accumulated 

continuously as well as rapidly whether it is a research field, 

education sector in universities , market prediction, health and 

emergency care  unit in hospitals, E-government, Social 

analytics, entertainment etc. it is  very tricky  to get more 

rapidly and proper information by traditional manual analysis 

which is tedious as well as very cumbersome.   

 Data mining is used basically i) to cut costs through proper 

detection and prevention of waste and fraud, ii) obtain suitable 

and up-to-date information and iii) increased revenues through 

improved marketing strategy. Data mining finds suitable 

patterns and subtle  relationships in data which are stored in 

databases, data warehouses, or other information repositories 

providing more advanced and effective information which is 

augmented by utilizing models equipped with sophisticated 

techniques. In other way, Data Mining allows to explore 

massive data in such a way that its result is obtaining of 

profitable knowledge extraction using data mining techniques 
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and now days we are taking information in terabytes level using 

many applications. It is a multidisciplinary field, drawing work 

from various areas like i) Artificial intelligence  ii) Neural 

networks, iii) Machine learning, iv)Database technology, v) 

statistics, vi) pattern recognition, vii) signal processing, viii) 

spatial data analysis, ix) Business, x) Economics, xi) Bio-

informatics
[2]

.The major related fields include statistics, 

machine learning, artificial intelligence, databases, knowledge 

acquisition, pattern recognition, information retrieval, 

visualization, intelligent agents for distributed and multimedia 

environments, digital libraries, and management information 

systems.etc. Data mining can be done in different types of data 

but one of the purposeful facts is that it can process spatial data 

which is used for geographical, chip design, medical and 

satellite image databases.
 
 According to [Berry et al, 2000] the 

goal in directed data mining is to use the available data set to 

build a model that describes one particular variable of interest 

in terms of the rest of the available data. The authors also point 

out that directed data mining often takes the form of predictive 

modeling, where one knows what he want to predict
[3]

. 

Classification, prediction and estimation are the techniques 

used in directed data mining. In undirected data mining, no 

variable is singled out as the target. The goal is to establish 

some relationship among all the variables. Examples of this 

type include clustering, association rules, description and 

visualization. Each year more operations are being 

computerized, all accumulate data on operations, activities and 

performance. All these data hold valuable information, e.g., 

trends and patterns, which could be used to improve business 

decisions and optimize success. It contains maturation of the 

technology in recent years, however has expanded its 

capabilities and stature as a vital tool in the many trendy 

applications: a) Featured Expanded analytics b) User-friendly 

Interface c) Powerful algorithm that allows researchers to 

analyze structured and unstructured data. The extensive use of 

handheld, wireless, and other universal devices is a developing 

area, since a lot of knowledge in sequence being created and 

transmit would be maintain and stored only on these kinds of 

devices. Among the other novel exploration using data mining 

which are being developed, investigated, and applications 

identified for include Subject-based data mining, Music data 

mining, Knowledge grid and Sensor data mining. 

2. Research Domain and Related Works 

Data mining is used to extract implicit and previously unknown 

information from data. Data mining is the process which 

provides a concept to attract attention of users due to high 

availability of huge amount of data and need to convert such 

data into useful information. So, many people use the term 

“knowledge discovery in databases” or KDD for data mining. 

                  

2. Fig 1: Schematic Diagram in KDD Process.   
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1) Data cleaning:  Data cleaning is most essential in data 

mining process to remove noise, irrelevant and redundancy 

data from collected raw data. 

2) Data integration:  To combining multiple data sources into 

single data store called target data. 

3) Data Selection: After data integration, data relevant to 

analysis task are retrieved from database as pre-processed data. 

4) Data transformation: Data transformation is the process of 

converting data or information from one format to another, 

usually from the format of a source system into the required 

format of a new destination system. We are using transform the 

useful patterns or information using summarizing, binning, 

regression and clustering also. 

5) Data Mining:  To various smart techniques and tools are 

applied in order to extract data pattern or rules. 

6) Pattern evaluation:  To strictly identify tree patterns 

representing knowledge. 

7) Knowledge representation: This is the last stage in which, 

visualization and knowledge representation techniques are used 

to help users to understand and interpret the data mining 

knowledge or result. The goal of knowledge discovery and data 

mining process is to find the patterns that are hidden among the 

huge set of data and interpret useful knowledge and 

information. 

      3. Data Mining Software Tools 

Data Mining is the computational process of predictive             

corrected patterns in large data sets involving methods using 
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many valuable techniques decision tree, Bayesian classifier, 

Artificial intelligence, with the goal to extract information from 

a data set and transform it into an understandable structure for 

further use. This paper reviews 102 tools are used how to use 

data mining tools, functions, techniques, platforms, supporting 

files, applications. There are many categorizations of data 

mining software tools. Classification software, Social Network 

Analysis, Link Analysis, and Visualization software, Statistical 

Analysis software, Text Analysis, Text Mining, and 

Information Retrieval (IR),Visualization software, Web 

Analytics and Social Media Analytics software, Web Usage 

Mining: click stream and log analysis
[5]

. We are taking this 

survey paper for analyzing many software tools name, general 

characteristics, data mining tasks and its methods using 

applications and availability links also in particular 

categorization for data mining tools. Refer in the table 1,2,3,4. 

Table 1: Clustering Software. 

Table 2: Statistical analytics Software. 

Table 3: Social and Link analysis Software. 

Table 4: Web analytics and Social Software. 

4.  Trends In Data Mining Applications 

Data mining approaches pose many tricky research issues in 

data mining, the development of functional and capable data 

mining methods and systems, the production of interactive and 

included data mining environments, and the applications of 

data mining to resolve large applications  problems are 

significant tasks for data mining researches and data mining 

system and application developers. [Mannila et al, 2001] gives 

three general categorizes of data mining namely; Exploratory 

Data Analysis (EDA), Descriptive Modeling and Predictive 

Modeling. With EDA the goal is to explore the data without 

any idea of what one is looking for and typical techniques are 

interaction and visualization
[4]

. A descriptive model presents 

the main features of the data. It is essentially a summary of the 

data permitting the study of the important aspects of the data. 

Clustering techniques are used in this category. In contrast, a 

predictive model has the specific objective of allowing one to 

predict the value of some target characteristic of an object on 

the basis of observed values of other characteristics of the 

object. This category includes techniques such as Classification 

and regression. We can then say that directed data mining, 

supervised learning and predictive modeling of data mining 

describe similar techniques that can be referred to as 

supervised learning techniques. Unsupervised learning 

techniques, undirected data mining and descriptive modeling 

are techniques in the same category and will be referred to as 

unsupervised learning Data mining is becoming gradually more 

in both the private and public sectors. Industries such as 

banking for using transaction facilities, insurance sector, 

bioinformatics and retailing commonly use data mining to low 

costs, enrich quality in research sector, and enlarge sales. In the 

public sector, data mining applications primarily were used as a 

means to detect fraud and waste, but have grown to also be 

used for purposes such as measuring and improving program 

performance. 

4.1 Bibliomining -Data Mining in Library and Information 

Services 

In Bibliomining plays a vital role within many universities as 

repositories and providers of information resources. It obtains 

novel information resources [Ex: Books, Databases, Reference 

Tools, Journals, Electronic access, etc.] can be easily retrieved. 

Information exposed through the application of bibliomining 

techniques gives the major advantages in library save money, 

provide more appropriate programs and serve as a more 

extracting helpful knowledge mining for its users. Bibliomining 

can afford the data-based justifications for the not easy 

decisions and support requests library managers must make. 

Multidimensional analysis Tool for Online Analytical 

Processing in COGNOS would allow library manages to 

discover their traditional frequency based data in new ways by 

finding at statistics along easily changeable dimensions. The 

major tasks in bibliomining, Reference desk and Online Public 

Access Catalog [OPAC] serves as searching for works owned 

by the library. In addition, this information could be provided 

to the OPAC to allow users to be seeing similar works using 

data mining methods. Market Basket Analysis in data mining 

techniques can provide the same function by examining 

circulation histories to locate related works. 

4.2 Targeted Marketing 

Target marketing model helps to determine a guideline of 

selling methods. Selling and buying strategy for a bank ought 

to target those valuable customers and maintains a honest 

relationship so as to get larger revenue. The bank will position 

the target customer’s precisely and implement numerous 

promoting methods to satisfy consumer’s want identical ought 

to be done in corporations that area unit in retail and life 
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insurance quality industries. In now- a- day classification based 

techniques are available in handy and very extremely popular 

in target marketing. Example of targeted marketing is Bank 

direct marketing based on neural network used to data mining 

predictive applications like the decision tree model [C5.0] and 

the Multilayer Perception Neural Network [MLPNN] with back 

propagation are applied on the bank direct marketing. Decision 

tree model [C5.0] classifier it is selected because it gives more 

accuracy and optimizing output with comparatively high speed. 

Combining two methods MLPNN and C5.0 models on a real 

world data of bank deposit subscription. 

4.3 Health Care Applications and DNA Analysis 

A novel application in data processing and knowledge 

extraction tools may be subjected in active and innovative 

research. One motivation behind the fostering applications in 

trendy biological applications can be increasing day by day life 

time. In data mining health care applications and DNA analysis 

used to advanced predictive analysis   of diabetic treatment 

through the regression-based data mining techniques and 

embracing to find the sequence finding ,protein function 

domain detection, protein function domain detection, protein 

sub-cellular location prediction etc. The Oracle Data Miner 

(ODM) was implementing as a software mining tool for 

predicting diabetes. The support vector machine algorithm was 

used for experimental analysis. In advanced techniques large-

scale RNA-seq data analysis, log-note analysis of community 

service program brokers, and anonymized medical record 

developing by researchers.  In addition to Electronic Health 

Records (EHR), health insurance claims, medical imaging 

databases, disease registries, spontaneous reporting sites. In 

data mining techniques are illustrated as  Statistical Analysis is 

used to Characterization of healthcare data, Text Mining is 

used to  mining free text in electronic medical records, Visual 

Analysis is used to Meaningful use of healthcare data for 

improved patient care and cost-reduction, Data quality 

assessment and improvement: preprocessing and cleaning are 

used to missing data treatment, Pattern Detection is used to 

Hypothesis generation from observational data and 

Visualization are predict to Prescriptions drugs and 

interactions. Data cleaning based on mathematical morphology 

S.Tang
[7].

 In the field of bioinformatics and medical image 

understanding, data noise frequently occurs and deteriorates the 

classification performance; therefore on effective data 

cleansing mechanism in the training data is often regarded as 

one of the major steps in the real world inductive learning 

applications. In this paper the related work on dealing with data 

noise is firstly revived , and then based on the principle of 

mathematic morphology , the morphological data cleansing 

algorithms are proposed and two concrete morphological 

algorithms.  Data mining has been used extensively in the 

medical industry. Data visualization and artificial neural 

networks are especially important areas of data mining 

applicable in the medical field. 

.For example, Neuro Medical Systems used neural networks to 

perform a Pap smear diagnostic aid. Vysis Company uses 

neural networks to perform protein analyses for drug 

development. The University of Rochester Cancer Center and 

the Oxford Transplant Center use Knowledge Seeker, a 

decision tree - based technology, to help with their research in 

oncology. 

4.4 Educational Data Mining  

Educational mining is a rising discipline involved with 

developing strategies for exploring the distinctive forms of 

knowledge that come from academic settings and exploitation 

those ways to higher understandable to students and also the 

settings during which they learn. Educational mining is taken 

for student use of Interactive learning Environments, 

Computer-supported, Co-operative learning with neural 

networks techniques, or administrative data from faculties and 

universities. It typically has multiple levels of purposeful 

hierarchy, which often need to be determined by properties in 

the data itself, rather than in advance
[7]

. In generic frameworks 

and methods to develop tools, frameworks, and its method, 

algorithms, approaches and so forth. Education process mining 

is used to extract process related knowledge from event logs 

recorded by the educational systems.  In these mining 

educational data has capable of mining assessments data, 

mining browsing or interaction data mining becomes the result 

of educational research. Educational Data Mining researchers 

are addressing questions of cognition, metacognition, 

motivation, affect, language, social discourse, etc. using data 

from intelligent tutoring systems, massive open online courses, 

educational games and simulations, and discussion forums. 

Examples of Educational Data Mining Tools: EPRules are used 

to discover prediction rules to provide feedback for courseware 

authors; GISMO is used to visualize what is happening in 
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distance learning classes, TADA-ED is used to help teachers to 

identify relevant patterns in students’ online exercises; LOCO-

Analyst is used to provide teachers with feedback on the 

learning process, MMT tool is used to facilitate the execution 

of all the steps in the data mining process of Moodle data for 

newcomers. SNAPP is used to visualize the evolution of 

participant relationships within discussions forums. AAT is 

used to access and analyze     students’ behavior data in 

learning systems. DRAL is used to discover relevant e-

activities for learners. E-learning Web Miner is used to 

discover student’s behavior profiles and models about how they 

work in virtual courses. 

4.5 Earthquake Prediction 

 

Hierarchical and non hierarchical method used include in this 

research. The problem of earthquake prediction is based on 

data extraction of precursory phenomena and it is very 

challenging task but data mining tools and method used. J-S. 

Lai , F.Tsai 
[8]

 verification and risk assessment for land slide in 

the Shimen Reservoir watershed of Taiwan using spatial data 

analysis and data mining In this study, eleven factors were 

considered, including elevation (Digital Elevation Model, 

DEM), slope, aspect, curvature, NDVI (Normalized Difference 

Vegetation Index), fault, geology, soil, land use, river and road 

and find the result accuracy and kappa coefficient. This paper 

presented decision tree algorithm, spatial data, and mechanism 

for filtering uncertain data from the data sets to improve the 

reliability of landslide predictions and given the accuracy and 

kappa coefficient in verification can reach 98.1 % and 0.8829. 

and given the more reliable result in the study site. In our life 

we are focused on the spatial data and geographical data 

mining  such as scientific data.  

5. Conclusion 

 

We conclude that Data Mining and its current technologies 

tend to develop towards expert orientation, and knowledge 

discovery applications development is a problem-oriented 

domain. Finally, the capability to constantly change and obtain 

new thoughtful ideas is the power of data mining technologies 

and will be the application of future works. Future research in 

this area includes using data mining techniques to extract the 

essential task for all consecutive applications. 
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                                                           Table 1: clustering software  
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                                                    Table 2: Statistical analytics software  
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                                                Table 3: Social and Link analysis software  
 

 



DOI: 10.18535/ijecs/v5i10.43 

 

C.Thangamalar
1
 IJECS Volume 05 Issue 10 Oct., 2016 Page No.18589-18600 Page 18599 

 
 



DOI: 10.18535/ijecs/v5i10.43 

 

C.Thangamalar
1
 IJECS Volume 05 Issue 10 Oct., 2016 Page No.18589-18600 Page 18600 

 

 

 

 

 

 

 

 

 

                        Table : 4  Web analytics and social software  
 


