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Abstract: For effective processor scheduling, algorithms are required to develop not only for fair scheduling but also for efficient 

implementation of resource management with rapid adjustment to control over relative execution rates. Proportional share scheduler assure 

that each job obtain a certain percentage of processor time. Lottery scheduling is based on randomized approach to achieve proportional 

share resource management where resources are allocated to the clients in proportion to their respective weights. In this paper conventional 

lottery scheduling scheme is designed and extended along with some conditions to get new scheduling schemes. Stochastic modeling is 

applied for study and analysis.   

1. Introduction 

Process management is one of the major responsibilities of 

any operating system. It involves allocating various 

resources to processes including processor which must be 

shared efficiently among all processes. The fundamental 

objective of scheduling is to provide efficient and fair 

scheduling by modular resource management with ensuring 

that each process get equal share of processor over long run. 

To accomplish this objective a novel scheduler known as 

proportional-share scheduler is carried out with an 

elementary concept that scheduler put efforts for obtaining 

certain amount of time to each job. Initially a randomized 

resource allocation algorithm is proposed as lottery 

scheduler. It efficiently implements proportional–share 

resource management with probabilistically fair.  

Lottery scheduling is a probabilistic scheduling algorithm 

which states that a lottery will determine that which process 

will get to run next. By the means of lottery, 

probabilistically fair selection of next resource holder is 

selected.  

All processes are assigned some lottery tickets which are in 

terms of abstract, relative and uniform resource rights and 

can be used to represent share of a resource that a process 

should receive. The percent of tickets that a process has will 

be its share of receiving system resource.  Scheduler draws 

random ticket to select a process. Distribution of tickets 

need not be uniform and granting a process more tickets 

provides it a relative higher chance of selection. It is a 

randomized approach to achieve proportional share resource 

management in proportion to respective weights of 

processes. It provides a flexible and useful concept for 

multiplexing scarce resources among processes.  

2. Literature Review 

Proper use of dynamic ticket adjustments in a lottery 

scheduler can improve interactive response [8]. Scheduling 

in a queuing system is proposed with asynchronously 

varying service rates to describe state of server as well as 

queues [9]. Weight readjustment algorithm presented to 

indicate that it can reduce unfairness in resources allocation 

and may be desirable for server operating systems as well as 

wireless networks[10][11]. Flow control mechanism 

proposed by lottery scheduling and stated through stochastic 

simulation that adjustment of resource scheduling can 

increase network performance and throughput [12]. Lottery 

scheduler for the Linux kernel is contributed as 

probabilistically fair with prevention of starvation [15]. A 

proportional share scheduler is suggested for providing 

accurate proportional sharing [16]. For improvement in 

quality of service parameters, a Markov based performance 

model is intended for resource allocation [14]. [13] 
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Presented resource elasticity fairness to determine execution 

of each process as fair share. Generalization of max-min 

fairness approach is suggested for providing fair allocation 

of multiple resource and by analysis it is expressed that it 

leads to better throughput and fairness than slot-based fair 

sharing schemes [18]. Similar contribution provided by [19] 

by implementing lottery scheduling in Linux kernel. Lottery 

Scheduling as novel randomized resource allocation 

mechanism discussed for service requests based systems like 

database; media based and networks applications by [22] to 

provide efficient modular resource management. For 

generalized processor sharing in more efficient way, 

deterministic fluid models of fair schedulers are presented 

[23].  

To attempt efficient fair scheduling with a probability 

proportional and generalization of modular resource 

management with dynamic ticket adjustments in lottery 

scheduler, we designed a conventional lottery scheduling 

scheme and extended it to get some new scheduling 

schemes. Stochastic modeling is applied for graphical study 

and analysis.   

3. Formation and Analysis of Lottery 

Scheduling 

To analyzing scalability impact of lottery scheduling we 

design some schemes based on randomized approach along 

with flexible proportional share resource management. All 

schemes are compared under data model approach. Keeping 

essential impact of lottery scheduling, initially we picked 

structural scheme and then some additional scheduling 

schemes are shaped. 

3.1 Structural Scheme  

This scheme is formulated on fundamental principle of 

lottery scheduling. Consider a multiprocessing scheduling 

scheme with five processes P1, P2, P3, P4 and P5 in ready 

queue. A fixed time quantum is set for each process to be 

executed. Here as per decided lottery value, a process which 

holds minimum tickets can be picked by scheduler. This will 

be achieved probabilistically in random manner. Initial 

probability of each process to be executed is equal as 

Scheduler will move to any other process after completion 

of time quantum. If any process gets complete within 

allotted time quantum, it comes out from ready queue 

otherwise it remains in waiting queue and wait for next 

quantum to allot for processing. 

 

 

 

 

 

 

 

 

 

 

 

 

Filled rectangle shows that scheduler may pick any of 

process initially and arrows show scheduler movement after 

completion of each allotted time quantum.  

Now by considering stochastic modeling for analyze above 

scheme, if we apply markov chain model then unit step 

transition matrix will be  

 

 

 

 

 

To get data set effectively and efficiently row dependent 

model pij = αi + i.(dj)  is taken,  where ‘i’ & ‘j’ are rows and 

columns respectively. ‘pij’ is probability value of a specific 

process to be executed subsequently. ‘α’ and ‘d’ are two 

model parameters whose value is obtained in linear order. 

By probabilistic data model approach transition probability 

of all processes will be obtained  

 

 

 

 

 

 

To ensure flexible proportional share, scheduling indicator 

P is suggested which balance probability values. It is 

obtained from last probability value. And its proportional 

share is added to each column value of respective row. 
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For example for first row P will be 1 – 4.αi + 6i.dj and it is 

added in first row as (αi *0.10P), αi + i.(dj) *0.15P, {αi + 

(i+1).dj}*0.20P …….. 

Markov chain model is applied on transition probabilities 

obtained from above approach and state probabilities are 

attained.  

Graphical analysis of state probabilities is,  
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3.2   Subsequent or Outset Execution  

This scheme is designed by supposing that initially process 

P1 going to be executed by earning maximum tickets.  After 

completion of first time quantum, scheduler can execute any 

of process excluding P1 which means that any of process can 

win lottery. Afterwards scheduler can move towards next 

process or return to process P1. So after completion of each 

time quantum either process P1 has chance to gain maximum 

tickets or that process which is next to process executing 

currently. This provision of scheduler moment carries on till 

all processes get concluded. Initially state probability for P1 

will be 1 while that of remaining it will be 0. 
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Unit step transition matrix for the above scheme will be  

 

 

 

 

 

Transition probabilities obtained through data model and 

markov chain model applied to get state probabilities same 

as structural scheme. Graphical analysis for simulation 

study for above scheme, 
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3.3 Lined order expansion 

In this scheme initially any of process may be executed 

by winning lottery as earning maximum tickets. That is 

scheduler can pick any one process in beginning. 

Structure of scheme is such that if process P1 is 

executing currently by having largest number of tickets 

then after completion of allotted time quantum, either 

scheduler will hold P1 or process P2 will be executed. 

Similarly if P2 is executing currently then in next 

quantum scheduler may continue with P2 or P3 or P4.  So 

after completion of each time quantum, collective 

processes in linear order has chance to gain maximum 

tickets and to be executed next. 

As scheduler can pick any of process initially hence 

initial state probabilities for all will be equal as pr1, pr2, 

pr3, pr4, pr5. Transition diagram of the scheme 
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Unit step matrix will be  

 

 

 

 

 

Graphical analysis is,  
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4 Concluding Remark  

Inclusive behaviour of structural scheme is found on 

symmetry with respect to each process. Here movement of 

all processes during execution is more or less consistent 

with slight increase or decreases at initial level. Afterwards 

they almost remain unaffected during entire scheduling. 

Overall in this scheme, each process scheduled with its 

initial level priority.  

Subsequent or Outset Execution scheme makes an effort for 

getting primitive aspect of lottery scheduling to some extent 
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with raise in probability values of processes during 

execution. In beginning of execution, probability value of 

each process cutback for few time quanta and then there is 

gain in each one. Later on all becomes steady with certain 

development. So here general pattern of scheme seems to be 

supportive for proportional share resource management.          

Comprehensive impression of Lined order expansion 

scheme is nearly similar as structural scheme in which 

somewhat symmetry is found with respect to each process. 

Processes P1, P3 & P4 performs in steady manner and remain 

nearly unaffected during entire scheduling. Process P2 turn 

into stable through some gain and P5 is resulted to same with 

some downturn.   

After analysis it can be inferred that both structural scheme 

and lined order expansion scheme follows scheduling 

pattern in uniform fashion and there is no sizable 

development in probabilities of any processes during 

execution. Meanwhile subsequent or outset execution 

scheme makes an effort for getting raise in probability 

values of processes during execution. Although addition in 

probability is less than that of initial value, but it is 

somewhat considerable and both schemes appear to be 

helpful for proportional share resource management.          

Analysis can be concluded by considering Stochastic 

modeling that subsequent or outset execution scheme 

supposed to be operative and can be put forward for 

providing a supportive environment for randomized 

scheduling. 
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