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Abstract: Speech communication is one of the simplest and reliable forms of communication between humans and it is affected by the 

behaviour and emotions of speakers. Electrical current generated on the facial muscles during speech production are represented by one of 

the forms of biomedical signal known as EMG. These signals results due to contraction and relaxation of the muscles, which are controlled 

by the nervous system. These signals from specific facial muscles are recorded for speech recognition and system automation. EMG signals 

are generally recorded using small surface electrodes placed near to each other. EMG activity is frequently recorded from specific muscles 

and plays a prominent role in the expression of elementary emotions and speech generation. The present research paper investigates the 

EMG patterns generated during the utterance of the unvoiced consonants. Six subjects in the age of 20-25 years were taken (three males 

and three females). Thirty eight vowel-consonant-vowel (VCV) syllables in Hindi were recorded along with the corresponding facial EMG 

signal. For each speaker, the means of log-spectral-distances (LSD) between the EMG signal of the VCVs and the reference EMG signal 

were computed.  Analysis of the spectrograms and LSD showed that the EMD signals generated in the muscle vary with the subject and the 

VCV. Hence, for automatic decoding of the EMG signals, the system should be trained using both the variants. 
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1. Introduction 

Acquisitions of electrical signal from any organ that represent a 

physical variable are known as biomedical signals. Acquired 

signals are usually function of time but desirable in terms of 

amplitude, frequency and phase. Electrical current generated in 

muscles due to contraction are the EMG signals [1]. These 

signals are complicated and controlled by nervous system. 

Anatomical and physical properties of the muscles significantly 

affect the EMG signals. EMG signals have application in the 

area of clinical diagnosis and biomedical based system design 

[2]. Facial electromyography (EMG) provides useful 

information regarding emotion, fatigue or feeling. Also Facial 

EMG signals are implemented in speech recognition system. 

EMG signals are generated in the facial muscles due to 

movement of lips, lifting the corners of the month, or opening 

the jaw. Anatomical view of the muscles shown in Fig. 1 

responsible for the generation of facial EMG during speech 

production [3]. A general procedure to record the EMG signal 

can be divided into three stages; electrode selection (surface or 

needle), placement of electrodes, and signal conditioning setup. 

Inorder to minimize or eliminate possible noise all these stages 

must be handled carefully. Among these stages electrode is an 

important interface, which can pick up the biopotential or the 

current in the human body, between the human body and 

measurement instrument [4]. Needle electrodes are preferred in 

clinical test, as it provides selectively of muscles under 

observation and reduces noise also [5]. Half cell potential of 

electrode not only depends upon the type of the electrode but 

also material of the electrode influences it. In order to minimize 

the half cell potentials difference, electrodes of same material 

are used in EMG measurement.  

 

 
Figure 1: The location of facial muscles [6]. 

 

Facial EMG signal recorded during the human speech 

production mechanism may be implemented for speech 

recognition and also for designing an automated speech 

recognition based systems. 

2. Human Speech Production 

Set Speech signals are in the form periodic wave. Various 

forms of excitation methods are applied to produce voice, 
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unvoiced etc speech signals. In voiced excitation, glottis open 

and closed periodically by air pressure and produced a periodic 

pulse which is in triangle shape. Fundamental frequency lies in 

the range from 80Hz to 350Hz for this type of excitation. 

Glottis is open and the air passes a narrow channel in the mouth 

or throat in unvoiced excitation. Unvoiced excitation results 

disturbances in the sound signal which generates noise [6-7]. 

Speech model generated by human is given in Fig. 2. 

 
Figure 2: The human speech production organs [8]. 

 

Various artificial models are designed by many researchers [9-

19]. In this section two artificial human vocal tract models are 

discussed. Umeda and Teranishi developed a simple human 

vocal tract device that simulated human speech acoustically 

shown in Fig. 3. It consists of moving thick plate strips, cross 

sectional areas are changed when these strips are inserted 

closely from one side. According to the configuration of the 

model various vowels and other sustained sounds are produced. 

Glottal signals are sent into glottis of the model and emitted 

from the mouth. 

 

 
 

Figure 3: Artificial model of the human vocal tract by Umeda 

and Teranishi [18]. 

 

In Large lung model shown in Fig. 4, works when the knob 

pulled which is attached to the rubber membrane covering the 

bottom of the cavity to inflate two balloons acting as lungs. 

Trachea is simulated by Y-shaped tube which is attached to 

these balloons. A negative pressure in the air inside the thoracic 

cavity is created by lowering the diaphragm increasing the 

volume of the thoracic cavity. Air flows into the lungs to 

equalize the pressure inside the lungs with atmospheric 

pressure, simulating inhalation [20-23]. 

 
Figure 4: Large lung models with head shaped models are set 

on the top of these large lung models [22]. 

3. Methodology 

Research work is carried out to investigate the EMG patterns 

generated during the utterance of the aspirated consonants. For 

investigating facial EMG patterns generated by uttering 

unvoiced consonants in VCV syllables, experiments were 

conducted with the six subjects (three males and three females) 

having age between 20-25 years. The speech signals and the 

corresponding EMG signals were recorded using a data 

acquisition system at the sampling frequency of 16 kHz and 16-

bit quantization. Electrodes were placed at zygomaticus minor, 

zygomaticus major, and mentalispoints on the face. Block 

diagram of the experimental setup for recording is shown in 

Fig. 5. The recorded signals were segmented and labeled 

manually into separate files for each of the VCVs. The signals 

were analyzed using time-domain patterns, spectrograms, and 

mean log-spectral-distances. For computing LSD, the first 

VCV of each subject was taken as the reference. 
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 Figure 5: Block diagram for EMG signal acquisition. 

4. Results and Conclusion 

Investigations were carried out to evaluate the effect of 

utterance of aspirated consonants आखा and आछा, and 

generation of facial EMG during the production of these 

consonants. 

Time-domain signals and the corresponding spectrograms of 

the speech and facial EMG signals for two unvoiced 

consonants आखा and आछा are shown in Fig. 6 to Fig. 11 for 

six subjects (Sp1 to Sp3 are male subjects and Sp4 to Sp6 are 

female subjects). Here the x-axis represents the normalized 

time and y-axis represents the normalized frequency. The 

signals and the corresponding spectrograms show that the 

signals generated vary across the subjects and the syllables. 
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Table I shows the means and standard deviations of unvoiced 

consonants आखा and आछा of all the six speakers. 

 

Table 1: Mean and standard deviation of two voiced 

consonant. 

Speaker Aspirated 

consonant  (आखा) 

Aspirated 

consonant  (आछा) 

Mean S.D. Mean S.D. 

Sp1 7.16 3.51 9.39 2.51 

Sp2 6.77 1 7.95 1.74 

Sp3 5.33 1.3 5.26 1.18 

Sp4 6.54 0.69 7.04 0.76 

Sp5 5.93 1.2 6.84 1.01 

Sp6 6.76 3.88 13.34 5.24 

 

 

Analysis of the mean LSDs also suggests that the distances 

are a function of subject and VCV. Hence, training of the 

automated EMG recognition system needs both the EMG 

signals and the information regarding subjects.  

 

 

 
 

Figure 6: Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp1. 

 

Figure 7: Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp2. 

 

Figure 8: Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp3. 
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Figure 9: Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp4. 

 

Figure 10: Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp5. 

 

Figure 11:  Spectrogram of aspirated consonant (a) Original 

speech signal (आखा) (b) Facial EMG signal (आखा) (c) 

Original speech signal (आछा) (d) Facial EMG signal (आछा) 
for Sp6. 
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