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Abstract: Ad-hoc networking is a concept in computer communications, which means that users want to 
communicate with each other form a temporary network, without any form of centralized administration. Each node 
participating in the network acts both as host and a router and must therefore be willing to forward packets for other 
nodes. For this purpose, a routing protocol is needed.  An ad-hoc network has certain characteristics, which imposes new 
demands on the routing protocol. The most important characteristic is the dynamic topology, which is a consequence of 
node mobility. Nodes  can change position quite frequently, which means that we need a routing protocol that quickly 
adapts to topology changes. The nodes in an ad-hoc network can consist of laptops and personal digital assistants and are 
often very limited in resources such as CPU capacity, storage capacity, battery power and bandwidth. This means that the 
routing protocol should try to minimize control traffic, such as periodic update messages. Instead the routing 
protocol should be reactive, thus only calculate routes upon receiving a specific request. In this paper we focus the DSDV 
and AODV routing protocol  with various constraints like packet delivery ratio , end to end to delay etc. 
 

I Introduction 

A wireless ad-hoc  network  is  a  collection  of  

mobile/semi-mobile  nodes  with  no  pre-established 

infrastructure, forming a temporary network. Each of 

the nodes has a wireless interface and communicate  

with each other over either radio or infrared. Laptop 

computers and personal digital assistants that  

communicate directly with each other are some 

examples of nodes in an ad-hoc network. Nodes in the 

ad-hoc network are often mobile, but can also consist of 

stationary nodes, such as access points to the Internet.  

Semi mobile nodes can be used to deploy relay points in 

areas where relay points might be needed  

temporarily. Figure 1 shows a simple ad-hoc network 

with three nodes. The outermost nodes are not within  

transmitter range of each other. However the middle 

node can be used to forward packets between the  

outermost nodes. The middle node is acting as a router 

and the three nodes have formed an ad-hoc network. 
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Figure 1:  Example of a simple ad-hoc network with three 

participating nodes 

 

 

 

 

An ad-hoc network uses no centralized administration. 

This is to be sure that the network won’t collapse just 

because one of the mobile nodes moves out of 

transmitter range of the others. Nodes should be able to 

enter/leave the network as they wish. Because of the 

limited transmitter range of the nodes, multiple hops 

may be needed to reach other nodes. Every node 

wishing to participate in an ad-hoc network must be 

willing to forward packets for other nodes. Thus every 

node acts both as a host and as a router. A node can be 

viewed as an abstract entity consisting of a router and a 

set of affiliated mobile hosts (Figure 2). A router is an 

entity, which, among other things runs a routing 

protocol. A mobile host is simply an IP-addressable 

host/entity in the traditional sense. Ad-hoc networks 

are also capable of handling topology changes and 

malfunctions in nodes. It is fixed through network 

reconfiguration. For instance, if a node leaves the 

network and causes link breakages, affected nodes can 

easily request new routes and the problem will be 

solved. This will slightly increase the delay, but the 

network will still be operational.  

 
Figure 2: Block diagram of a mobile node acting both as 

hosts and as router. 

 

In MANETs, communication between mobile nodes 

always requires routing over multi-hop paths. Since no 

infrastructure exists and node mobility may cause 

frequent link failure, it is a great Performance 

Comparison of AODV, DSDV and I-DSDV Routing 

Protocols in Mobile Ad Hoc Networks challenge to 

design an effective and adaptive routing protocol. 

Many restrictions should be well considered, such as 

limited power and bandwidth. Destination-Sequenced 

Distance Vector routing protocol (DSDV) [1] is a 

typical routing protocol for MANETs, which is based 

on the Distributed Bellman-Ford algorithm. In DSDV, 

each route is tagged with a sequence number which is 

originated by the destination, indicating how old the 

route is. Each node manages its own sequence number 

by assigning it two greater than the old one (call an 

even sequence number) every time. When a route 

update with a higher sequence number is received, the 

old route is replaced. In case of different routes with 

the same sequence number, the route with better metric 

is used. Updates are transmitted periodically or 

immediately when any significant topology change is 

detected. There are two ways of performing routing 

update: “full dump”, in which a node transmits the 

complete routing table, and “incremental update”, in 

which a node sends only those entries that have 

changed since last update. To avoid fluctuations in 

route updates, DSDV employs a "settling time" data, 

which is used to predict the time when route becomes 

stable. In DSDV, broken link may be detected by the 

layer-2 protocol [2], or it may instead be inferred if no 

broadcasts have been received for a while from a 

former neighbouring node. In this paper the 

performance comparison between three routing 

protocols, namely AODV (Ad hoc On Demand 

Distance Vector), DSDV (Destination Sequenced 

Distance Vector) and the Improvement of DSDV (I-

DSDV). While all routing protocols use sequence 

numbers to prevent routing loops and to ensure the 

freshness of routing information, AODV and DSDV 

differ drastically in the fact that they belong to two 

different routing families [3]. Namely, AODV is a 

reactive protocol (routes are only generated on demand, 

in order to reduce routing loads), and DSDV is a 

proactive protocol (with frequent updates of routing 

tables regardless of need). 

 

II Ad hoc On Demand Distance Vector (AODV) 

The Ad hoc On Demand Distance Vector (AODV) 

routing algorithm is a routing protocol designed for ad 

hoc mobile networks [1] [7]. AODV is capable of both 

unicast and multicast routing [15]. It is an on demand 

algorithm, meaning that it builds routes between nodes 

only as desired by source nodes. It maintains these 
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routes as long as they are needed by the sources. 

Additionally, AODV forms trees which connect 

multicast group members. The trees are composed of 

the group members and the nodes needed to connect 

the members. AODV uses sequence numbers to ensure 

the freshness of routes. It is loop-free, self-starting, and 

scales to large numbers of mobile nodes [6]. AODV 

builds routes using a route request / route reply query 

cycle. When a source node desires a route to a 

destination for which it does not already have a route, it 

broadcasts a route request (RREQ) packet across the 

network. Nodes receiving this packet update their 

information for the source node and set up backwards 

pointers to the source node in the route tables. In 

addition to the source node's IP address, current 

sequence number, and broadcast ID, the RREQ also 

contains the most recent sequence number for the 

destination of which the source node is aware. A node 

receiving the RREQ may send a route reply (RREP) if 

it is either the destination or if it has a route to the 

destination with corresponding sequence number 

greater than or equal to that contained in theRREQ. If 

this is the case, it unicasts a RREP back to the source. 

Otherwise, it rebroadcasts the RREQ. Nodes keep track 

of the RREQ's source IP address and broadcast ID [6]. 

If they receive a RREQ which they have already 

processed, they discard the RREQ and do not forward 

it. As the RREP propagates back to the source, nodes 

set up forward pointers to the destination. Once the 

source node receives the RREP, it may begin to 

forward data packets to the destination. If the source 

later receives a RREP containing a greater sequence 

number or contains the same sequence number with a 

smaller hop count, it may update its routing 

information for that destination and begin using the 

better route. 

 

 
Figure 3. Route Request (RREQ) flooding 

 

 
Figure4. Route Reply (RREP) propagation 

 

As long as the route remains active, it will continue to 

be maintained. A route is considered active as long as 

there are data packets periodically traveling from the 

source to the destination along that path. Once the 

source stops sending data packets, the links will time 

out and eventually be deleted from the intermediate 

node routing tables. If a link break occurs while the 

route is active, the node upstream of the break 

propagates a route error (RERR) message to the source 

node to inform it of the now unreachable destination(s). 

After receiving the RERR, if the source node still 

desires the route, it can reinitiate route discovery. 

Ad vantages of AODV 

• Unicast, Broadcast, and Multicast communication. 

• On-demand route establishment with small delay. 

• Multicast trees connecting group members 

maintained for lifetime of multicast group. 

• Link breakages in active routes efficiently repaired. 

• All routes are loop-free through use of sequence 

numbers. 

• Use of Sequence numbers to track accuracy of 

Information. 

• Only keeps track of next hop for a route instead of the 

entire route. 

• Use of periodic HELLO messages to track neighbors 

Limitations/Disadvantages of AODV 

• Requirement on broadcast medium: The algorithm 

expects/requires that the nodes in the broadcast 

medium can detect each others’ broadcasts. 

• Overhead on the bandwidth: Overhead on bandwidth 

will be occurred compared to DSR, when an RREQ 

travels from node to node in the process of discovering 

the route info on demand, it sets up the reverse path in 

itself with the addresses of all the nodes through which 

it is passing and it carries all this info all its way. 

• No reuse of routing info: AODV lacks an efficient 

route maintenance technique. The routing info is 
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always obtained on demand, including for common 

case traffic. 

• It is vulnerable to misuse: The messages can be 

misused for insider attacks including route disruption, 

route invasion, node isolation, and resource 

consumption. 

• AODV lacks support for high throughput routing 

metrics: AODV is designed to support the shortest hop 

count metric. This metric favors long, low bandwidth 

links over short, high bandwidth links. 

• High route discovery latency: AODV is a reactive 

routing protocol.  

 

III Destination-Sequenced Distance-Vector Routing 

(DSDV) 

Destination-Sequenced Distance-Vector Routing 

(DSDV) is a table-driven routing scheme for ad hoc 

mobile networks based on the Bellman-Ford algorithm. 

It was developed by C. Perkins and P.Bhagwat in 1994 

[21]. The main contribution of the algorithm was to 

solve the Routing Loop problem. Each entry in the 

routing table contains a sequence number, the sequence 

numbers are generally even if a link is present; else, an 

odd number is used. The number is generated by the 

destination, and the emitter needs to send out the next 

update with this number [18]. Routing information is 

distributed between nodes by sending full dumps 

infrequently and smaller incremental updates more 

frequently. DSDV was one of the early algorithms 

available. It is quite suitable for creating ad hoc 

networks with small number of nodes. Since no formal 

specification of this algorithm is present there is no 

commercial implementation of this algorithm. Many 

improved forms of this algorithm have been suggested.  

DSDV requires a regular update of its routing tables, 

which uses up battery power and a small amount of 

bandwidth even when the network is idle. Whenever 

the topology of the network changes, a new sequence 

number is necessary before the network re-converges; 

thus, DSDV is not suitable for highly dynamic 

networks. (As in all distance-vector protocols, this does 

not perturb traffic in regions of the network that are not 

concerned by the topology change.) 

Routing information is advertised by broadcasting or 

multicasting the packets which are transmitted 

periodically as when the nodes move within the 

network. The DSDV protocol requires that each mobile 

station in the network must constantly; advertise to 

each of its neighbors, its own routing table. Since, the 

entries in the table my change very quickly, the 

advertisement should be made frequently to ensure that 

every node can locate its neighbors in the network. 

This agreement is placed, to ensure the shortest number 

of hops for a route to a destination; in this way the node 

can exchange its data even if there is no direct 

communication link. 

The data broadcast by each node will contain its new 

sequence number and the following information for 

each new route: 

 The destination address 

 The number of hops required to reach the 

destination and 

 The new sequence number, originally stamped 

by the destination 

The transmitted routing tables will also contain the 

hardware address, network address of the mobile host 

transmitting them. The routing tables will contain the 

sequence number created by the transmitter and hence 

the most new destination sequence number is preferred 

as the basis for making forwarding decisions. This new 

sequence number is also updated to all the hosts in the 

network which may decide on how to maintain the 

routing entry for that originating mobile host. After 

receiving the route information, receiving node 

increments the metric and transmits information by 

broadcasting. Incrementing metric is done before 

transmission because, incoming packet will have to 

travel one more hop to reach its destination. 

Time between broadcasting the routing information 

packets is the other important factor to be considered. 

When the new Information is received by the mobile 

host it will be retransmitted soon effecting the most 

rapid possible dissemination of routing information 

among all the cooperating mobile hosts. The mobile 

host cause broken links as they move from place to 

place within the network. The broken link may be 

detected by the layer2 protocol, which may be 

described as infinity. When the route is broken in a 

network, then immediately that metric is assigned an 

infinity metric there by determining that there is no hop 

and the sequence number is updated. Sequence 

numbers originating from the mobile hosts are defined 

to be even number and the sequence numbers generated 

to indicate infinity metrics are odd numbers. 

Advantages of DSDV 

• DSDV protocol guarantees loop free paths. 

• Count to infinity problem is reduced in DSDV. 

• We can avoid extra traffic with incremental updates 

instead of full dump updates.  
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• Path Selection: DSDV maintains only the best path 

instead of maintaining multiple paths to every 

destination. With this, the amount of space in routing 

table is reduced. 

b) Limitations of DSDV 

• Wastage of bandwidth due to unnecessary advertising 

of routing information even if there is no change in the 

network topology. 

• DSDV doesn’t support Multi path Routing. 

• It is difficult to determine a time delay for the 

advertisement of routes. 

• It is difficult to maintain the routing table’s 

advertisement for larger network. Each and every host 

in the network should maintain a routing table for 

advertising. But for larger network this would lead to 

overhead, which consumes more bandwidth. 

 

IV Performance Evaluation and Design 

There are many simulators such as Network Simulator 

2 (NS-2), OPNET Modeler, GloMoSim, OMNeT++ 

and etc. NS (version 2) is an object-oriented, discrete 

event driven network simulator developed at UC 

Berkely written in C++ and OTcl. NS-2 is primarily 

useful for simulating local and wide area networks. 

Although NS is fairly easy to use once you get to know 

the simulator, it is quite difficult for a first time user, 

because there are few user-friendly manuals. Even 

though there is a lot of documentation written by the 

developers which has in depth explanation of the 

simulator, it is written with the depth of a skilled NS 

user. 

Performance Metrics 

This paper focuses on 3 performance metrics which are 

quantitatively measured. The performance metrics are 

important to measure the performance and activities 

that are running in NS-2 simulation. The performance 

metrics are: Packet delivery fractions (PDF) — the 

ratio of the data packets delivered to the destinations to 

those generated by the CBR sources. The PDF shows 

how successful a protocol performs delivering packets 

from source to destination. The higher for the value 

give use the better results. This metric characterizes 

both the completeness and correctness of the routing 

protocol also reliability of routing protocol by giving 

its effectiveness. 

 
Average end-to-end delay of data packets — there 

are possible delays caused by buffering during route 

discovery latency, queuing at the interface queue, 

retransmission delays at the MAC, and propagation and 

transfer times. The thesis use Average endto- end 

delay. Average end-to-end delay is an average end-to-

end delay of data packets. It also caused by queuing for 

transmission at the node and buffering data for 

detouring. Once the time difference between every 

CBR packet sent and received was recorded, dividing 

the total time difference over the total number of CBR 

packets received gave the average end-to-end delay for 

the received packets. This metric describes the packet 

delivery time: the lower the end-to-end delay the better 

the application performance. 

 
Data Packet Loss (Packet Loss) — Mobility-related 

packet loss may occur at both the network layer and the 

MAC layer. Here packet loss concentrates for network 

layer. When a packet arrives at the network layer. The 

routing protocol forwards the packet if a valid route to 

the destination is known. Otherwise, the packet is 

buffered until a route is available. A packet is dropped 

in two cases: the buffer is full when the packet needs to 

be buffered and the time that the packet has been 

buffered exceeds the limit 

 

 
Throughput -The ratio of the total amount of data that 

reaches a receiver from a sender to the time it takes for 

the receiver to get the last packet is referred to as 

throughput. It is expressed in bits per second or packets 

per second. Factors that affect throughput include 

frequent topology changes, unreliable communication, 

limited bandwidth and limited energy. A high 

throughput network is desirable. 

 



Mr. Rakesh Kumar Khare IJECS Volume 2 Issue 12, Dec. 2013, Page No.3353-3359 Page 3358 

V Conclusion 

DSDV routing protocol consumes more bandwidth, 

because of the frequent broadcasting of routing 

updates. While the AODV is better than DSDV as it 

doesn’t maintain any routing tables at nodes which 

results in less overhead and more bandwidth. From the 

above, chapters, it can be assumed that DSDV routing 

protocols works better for smaller networks but not for 

larger networks. So, my conclusion is that, AODV 

routing protocol is best suited for general mobile ad-

hoc networks as it consumes less bandwidth and lower 

overhead when compared with DSDV routing protocol. 

AODV perform better under high mobility simulations 

than DSDV. High mobility results in frequent link 

failures and the overhead involved in updating all the 

nodes with the new routing information as in DSDV is 

much more than that involved AODV, where the routes 

are created as and when required. AODV use on -

demand route discovery, but with different routing 

mechanics. AODV uses routing tables, one route per 

destination, and destination sequence numbers, a 

mechanism to prevent loops and to determine freshness 

of routes. 

 

References 

[1] Elizabeth M. Royer, University of California, Santa 

Barbara Chai- Keong Toh, Georgia Institute of 

Technology, “A Review of Current Routing Protocols for 

Ad Hoc Mobile Wireless 

Networks”. 

[2] Charles E. Perkins and Pravin Bhagwat. Highly 

dynamic destination-sequenced distance-vector routing 

(dsdv) for mobile 

computers. 1994. 

[3] Charles E. Perkins and Elizabeth M. Royer. Ad hoc on-

demand distance vector routing. In Proceedings of the 2nd 

IEEE Workshop on Mobile Computing Systems and 

Applications, pages 80–100.IEEE, February 1999. 

[4] AODV, internet-draft. World Wide Web, 

http://www.ietf.org/ 

internet-drafts/draft-ietf-manet-aodv-08.txt. 

[5] Josh Broch, David A. Maltz, David B. Johnson, Yih-

Chun Hu,and Jorjeta Jetcheva. A performance comparison 

of multi-hop 

wireless ad hoc network routing protocols. In Mobicom 

1998, pages 85–97.ACM, 1998. 

[6] B. Das, E. Sivakumar, and V. Bhargavan. Routing in 

ad-hoc 

networks using a spine, 1997. [7] Haas. ZRP, internet-

draft. World Wide Web, http://  

www.ee.cornell.edu/˜haas/Publications/draft-ietf-manet-

zone-zrp-%02.txt. 

[8] L.R. Ford Jr. and D. R. Fulkerson. Flows in Networks. 

Princeton Univ. Press, 1962. 

[9] David B. Johnson and David A. Maltz. Dynamic 

Source Routing in Ad Hoc Wireless Networks, chapter 5, 

pages 153–181. KluwerAcademic Publishers, 1996. 

[10] http://www.isi.edu/nsnam/ns/ns-tutorial/index.html 

[11] Samyak Shah, Amit Khandre, Mahesh Shirole and 

Girish Bhole, “Performance Evaluation of Ad Hoc Routing 

Protocols Using NS2 Simulation”. 

[12] Krishna Gorantala, “Routing Protocols in Mobile Ad-

hoc 

Networks”, June 15, 

[13] Md. Anisur Rahman, Md. Shohidul Islam, Alex 

Talevski, 

“Performance Measurement of Various Routing Protocols 

in Adhoc  Network”. 

[14] V.Ramesh, Dr.P.Subbaiah, N. Koteswar Rao, 

M.Janardhana Raju, “Performance Comparison and 

Analysis of DSDV and AODV for MANET”. 

[15] S. A. Ade & P.A.Tijare, “Performance Comparison of 

AODV, DSDV, OLSR and DSR Routing Protocols in 

Mobile Ad HocNetworks”. 

[16] C.E. Perkins and P. Bhagwat, “Highly dynamic 

destination-sequenced distance vector routing (DSDV) for 

mobile computers,” in Proc. ACM SIGCOMM 94, 

London, UK, Oct. 1994, pp.234-244. 

[17] T. Liu & K. Liu, Improvement on DSDV in Mobile 

Ad Hoc Networks, IEEE, China, 2007, pp.1637-1640 

[18] J. Broch, D. A. Maltz, D. B. Johnson, Y-Ch Hu, and J. 

Jetcheva, “A Performance Comparison of Multi-Hop 

Wireless Ad Hoc Network for mobile ad hoc networks,” in 

Proc. 4th annual 

IEEE/ACM international conference on Mobile Computing 

and Networking, Dallas, Texas, U.S.Oct. 1998, pp. 85-97. 

[19] C.E. Perkins, E.M. Royer & S. Das, Ad Hoc On 

Demand Distance Vector (AODV) Routing, IETFInternet 

draft, draft-ietf-manet-aodv-08.txt, March 2001 

[20] C. S. R. Murthy and B. S. Manoj, Ad Hoc Wireless 

Networks: Architecture and Protocols, ch.Routing 

Protocols for Ad Hoc Wireless Networks, pp. 299{364. 

Prentice Hall Communications Engineering and Emerging 

Technologies Series, New Jersey: PrenticeHall 

Professional Technical Reference, 2004. 

[21] Azizol Abdullah, Norlida Ramly, Abdullah 

Muhammed, Mohd Noor Derahman: Performance 

Comparison Study of Routing Protocols for Mobile Grid 

Environment, pp 82-88, IJCSNS International Journal of 

Computer Science and Network Security, VOL.8 No.2, 

February 2008 



Mr. Rakesh Kumar Khare IJECS Volume 2 Issue 12, Dec. 2013, Page No.3353-3359 Page 3359 

[22] Altman E, and Jimenez T., (2003). NS Simulator for 

Beginners. Lecture notes. Univ.de Los Andes, Merida, 

Venezuela and ESSI.Sophia-Antipolis, France. 

[23] C.E. Perkins & E.M. Royer, Ad-hoc On-Demand 

Distance Vector Routing, Proceedings of the 2nd IEEE 

Workshop on Mobile Computing Systems and 

Applications, New Orleans, LA, 

February 1999, pp. 90-100 

[24] K.U.R Khan, A.V. Reddy, R.U. Zaman, K.A Reddy, 

T.S Harsha, An Efficient DSDV Routing Protocol for 

WirelessMobile Ad Hoc Networks and it’s Performance 

Comparison, Second UKSIM European Symposium on 

Computer Modeling and Simulation, India, 2008, pp. 506-

511 

[25] A. Boukerche, Performance Evaluation of Routing 

Protocols for Ad Hoc Wireless Networks,Mobile Networks 

and Applications 9, Netherlands, 2004, pp. 333-342 

[26] A.E. Mahmoud, R. Khalaf & A, Kayssi, Performance 

Comparison of the AODV and DSDV Routing Protocols in 

Mobile Ad-Hoc Networks, Lebanon, 2007 


