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Abstract: Content  based  image  Retrieval  is  an  active  research field  in  past  decades.  Against  the  traditional  system where  the 

images  are  retrieved  based  on  the  keyword  search, CBIR  system retrieve  the  images  based  on  the  visual  content. The large numbers 

of images has posed increasing challenges to computer systems to store and manage data effectively and efficiently.  This  paper  

implements  a  CBIR  system  using  different  feature  of images  through  four  different  methods,  three  were  based  on  analysis  of  

color  feature  and  other  one based on analysis texture feature using gabor wavelet coefficients of an image.  
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1. Introduction 

Now days, CBIR (Content based image retrieval) is a hotspot 

of digital image processing techniques. CBIR research started  

in  early  1990’s  and  is  likely  to  continue  during  the first  

two  decades of  21st  century  [1].The  growing  demands for  

image  retrieval  in  multimedia  field  such  as  crime 

prevention,  Fashion  and  graphic  design  and  biometrics  has 

pushed application developers to search ways to manage and 

retrieve  images  more  efficiently.  Manual browsing the 

database to search for identical images would be impractical 

since it takes a lot of time and requires human intervention. A 

more practical way is to use content based image retrieval 

(CBIR) technology.  CBIR has provided an automated way to 

retrieve images based on the content or features of the images 

itself.  The CBIR system simply extracts the content of the 

query image matches them to contents of the search image.  

CBIR is defined as a process to find similar picture or pictures 

in the image database when a query image is given. Given a 

picture of  a  car,  the  system  should  be  able  to  present  all  

similar images of a car in the database to the users. This is done 

by extracting the  features  of  the  images  such  as  color,  

texture and  shape  [1].  These  image  features  is  used  to  

compare between  the  query  image  and  images  in  the  

database.  A similarity algorithm is used to calculate the degree 

of similarity between those two images. Images in the database 

which has similar images features to the query image (acquiring 

the highest similarity measure) is presented to the user. 

 

CBIR  refers  to  techniques  used  to  index  and  retrieve 

images  from  databases  based  on their  visual  content.  

Visual content  is  typically  defined  by  a  set  of  low  level  

features extracted  from  an  image  that  describe  the  color,  

texture and/or shape of the entire image [2]. CBIR is the 

retrieval of images based on visual features such as color, 

texture and shape.  Before  CBIR  was  widely  used  to  

retrieve  images, researchers  relied  heavily  on  text-based  

retrieval.  Various image  retrieval  systems  [3],  including  

Query  by  Image Content (QBIC) and Visual Seek has been 

built, based on the low-level  features  for  general  or  specific  

image  retrieval tasks. Both  the  text  and  content  based  

techniques have  their own  characteristics,  advantages  and  

disadvantages.  By combining them, parts of their 

disadvantages can be overcome.  The  existing  image  retrieval  

systems  are  with either  text-based  or  image-based  queries,  

but  not  both. Hence, a system with integrated methods is 

highly needed [4]. 

 

 

2. PROPOSED TECHNIQUE 

 
Content based Image Retrieval is designed to retrieve images 

from the available database. Various techniques have been 

selected to be used in the various steps of the proposed 

algorithm. The images are analyzed on the basis of color 

moments and auto correlogram. Also Gabor wavelet is used to 

calculate the mean squared energy which act as the primary 

image content identifying feature.  

 

2.1 Algorithm 
 

The proposed algorithm for feature extraction and storage is: 

 

Step 1: Load the image for analysis. 
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Step 2: Resize to size 384x256. 

Step 3: Quantize the image into Hue, Saturation and Value 

(HSV) into 8x2x2 value. 

Step 4: Apply Colour Auto correlogram on the UINT8 image. 

Step 5: Extract first 2 colour moments from each Red, Green 

and Blue Planes of image. 

Step 6: Convert image to Gray Scale for Gabor Wavelet 

Transform. 

Step 7: Apply Gabor Wavelet (no. of scales = 4 and no. of 

orientation = 6) to calculate mean squared energy and mean 

amplitude. 

Step 8: Combine the results of steps 3 to 7 and store to dataset. 

 

The proposed algorithm for image retrieval from storage is: 

 

Step 1: Load stored values from dataset. 

Step 2: Load query image. 

Step 3: Extract features for query image (As given in feature 

extraction algorithm above). 

Step 4: Match the feature values stored in database. 

Step 5: Retrieve the images which show maximum matching 

scores using Support Vector Machine. 

 

2.2 Hue, Saturation and Value (HSV) 
 

We  evaluate  the content  based  image  retrieval  HSV color  

space  of  the  images  in  the  database.  The  HSV  stands for  

the  Hue,  Saturation  and  Value,  provides  the  perception 

representation  according  with  human  visual  feature.  The 

HSV  model,  defines  a  color  space  in  terms  of  three 

constituent components: Hue, the color type Range from 0 to 

360. Saturation, the "vibrancy" of the color: Ranges from 0 to 

100%, and occasionally is called the “purity".  Value, the 

brightness of the color:  Ranges from 0 to 100%.  HSV  is 

cylindrical  geometries,  with  hue,  their  angular  dimension, 

starting  at  the  red  primary  at  0°,  passing  through  the  

green primary at 120° and the blue primary at 240°, and then 

back to red at 360° [8, 9]. The HSV planes are shown as Figure 

2.1. 

 
Figure 2.1: The Different planes of HSV color space 

The  quantization  of  the  number  of  colors  into several bins 

is done in order to decrease the number of colors used in image 

retrieval, J.R. Smith [10] designs the scheme to quantize  the  

color  space  into  166  colors.  Li [9] design the non-uniform 

scheme to quantize into 72 colors. We propose the scheme to 

produce 15 non-uniform colors.  The formula that transfers 

from RGB to HSV is defined as below: 

 
  

The R, G, B represent red, green and blue components 

respectively with value between 0-255. In order to obtain the 

value of H from 0o to 360o, the value of S and V from 0 to 1, 

we do execute the following formula:  

 

H= ((H/255*360) mod 360 

V= V/255 

S= S/255 

 

2.3 COLOR AUTO CORELLOGRAM 

 
The definition of the correlogram is the following [2],[3]. Let 

[D] denote a set of D fixed distances {d1… dD}. Then the 

correlogram of the image I is defined for level pair (gi,  gj) at a 

distance  d . 

 

 
Which gives the probability that given any pixel p1 of level gi, 

a pixel p2 at a distance d in certain direction from the given 

pixel p1 is of level gi.  

 

Autocorrelogram [2], [3] captures the spatial correlation of 

identical levels only: 

 
It gives the probability that pixels p1 and p2, d away from each 

other, are of the same level gi. The distance measure between 

the histograms, autocorrelograms, and correlograms is the L1-

norm that is computationally light method and used in [2] and 

[3]. 

 

 

 

 

2.4 COLOR MOMENTS 

 
For a color image, the RGB model is the well-known color 

model. However, it is not a uniform color model. The YIQ 

model is more related to the human perception, since it can 

isolate luminance and chrominance. Hence, in this paper, we 
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perform image retrieval using the YIQ model. Because a 

probability distribution is uniquely characterized by its 

moments [3], the color distributions of the Y, I, and Q 

components of an image can be represented respectively by its 

color moments. The first color moment of the i-th color 

component (3   , 2   , 1 = i) is defined by 

  
where p i,j is the color value of the i-th color component of the 

j-th image pixel and N is the total number of pixels in the 

image. The h-th moment, h = 1, 2, 3….. of i-th color 

component is then defined as 

 
Take the first H moments of each color component in an image 

s to form a feature vector, CT, which is defined as 

 

 
  

Where Z = H.3 and α1, α2, α3 are the weights for the Y, I, Q 

components. Based on the above definition, an image is first 

divided into X non-overlap blocks. For each block a, its h-th 

color moment of the i-th color component is defined by Mha,i. 

Then, the feature vector, CBa, of block a is represented as 

 

 
 

From the above definition, we can get X feature vectors. 

However, there are many similar CBa‘s among these feature 

vectors. In order to speed up the image retrieval, we will find 

some representative feature vectors to stand for these feature 

vectors. To reach this aim, a progressive constructive clustering 

algorithm [16] is used to classify all CBa‘s into several clusters 

and the central vector of each cluster is regarded as a 

representative vector and called as a primitive of the image. 

Before describing the algorithm, several definitions and 

measures are stated. The central vector, PCk, of the k-th cluster 

is defined by 

 
  

where CBkj ,I = 1,2,……nk, belongs to the  k-th cluster and nk 

is the size of the  k-th cluster. In addition, the Euclidean 

distance between   CBa and PCk is defined as follows: 

 

According to the above definitions, the progressive 

constructive clustering algorithm is described as follows. 

 

Step 1:    For an image, randomly choose a block r in the image 

and take its feature vector  

CBr as the central vector, PC1, of Cluster 1.    

Step 2:  Take CBa of block a, which is not processed, and find 

its nearest central vector, PCk, from the existing clusters. If 

da,k’ is larger than a predefined distance threshold, Td, go to 

Step 4.    

Step 3:  The CBa is put in the k-th cluster and PCk is updated 

according to Eq. (1). Go to Step 5.  

Step 4:  Create a new cluster and take CBa as the central vector 

of the new cluster.  

Step 5:  If all blocks have been processed, exit; otherwise, go to 

Step 2.  

 

The advantage of this algorithm is that the clustering process is 

fulfilled in one iteration. After all CBa’s have been classified, 

the central vector of each cluster is regarded as a primitive of 

the image. Note that during the construction of an image 

database, all primitives will also be attached to each image as 

the feature vectors for retrieval purpose. Since the distance 

threshold, Td, is fixed for all images, the number of clusters 

varies for different images. To treat this situation, a method to 

evaluate the similarity between two images with different 

number of feature vectors will be proposed. 

The extraction of different features is one of the major stages in 

designing a reliable image retrieval system.The features of an 

image can be broadly classified into global shape features like 

texture, shape histogram, color histogram, moments etc. 

 

2.5 GABOR FILTERS (GF):  
 

The extraction of texture of an image is accomplished by using 

a set of Gabor Filters.  GABOR Filters are a group of wavelets 

capturing energy at a specific frequency and a specific 

direction. The expansion of a signal using this basis provides a 

localized frequency description, therefore, capturing local 

features/energy of the signal. Texture features can thus be 

extracted from this group of energy distributions.  

A 2D Gabor function g(x,y) and its Fourier transform G(u,v) 

are defined as follows; 

 

 

  
Where σu=1/2 πσx and σv=1/2 πσy  

A set of self-similar functions can be generated from dilation 

and rotation of the Gabor function g(x,y) 

 
Where a>1 

X’=a-m(x cos  θ + y sin  θ) and y’=a-m(-x sin  θ + y cos θ); 

Θ =nπ/N;  

m and n specify the scale and orientation of wavelet 

respectively with m=0,1,….M-1 and n=0,1,…N-1  

M is the number of scales and N is the number of orientations. 

For a given image I(x,y), the discrete  GABOR wavelet 
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transform is given by a convolution Wmn=ΣΣ I(x1,y1) gmn*(x-

x1, y-y1)…….4 where * indicates complex conjugate. 

The features obtained are combined as per the description in 

the proposed algorithm and final results are acquired after the 

implementation. 

 

3. RESULTS 

 

3.1 Support Vector Machine (SVM) 

In machine learning there are two types of methods supervised 

and unsupervised. Supervised learning based on learn by result 

and unsupervised based on learn by example.  Supervised 

learning takes input as a set of training data.  Support  vector 

machine  is a supervised  learning  technique  that  analyzes 

data and  identify  pattern  used  for  classification.  It  takes  a  

set  of input, read it and for each input desired output form [13] 

such type  of  process  is  known  as  classification,  when  if  

output  is continuous  than  regression  performed. SVM is one 

of the best known methods in pattern classification and image 

classification. It is designed to separate of a set of training 

images two different classes, (x1, y1), (x2, y2), .., (xn, yn) 

where xi in Rd, d-dimensional feature space, and yi in {-1,+1}, 

the class label, with i=1..n [1]. SVM builds the optimal 

separating hyper planes based on a kernel function (K). All 

images, of which feature vector lies on one side of the hyper 

plane, are belong to class -1 and the others are belong to class 

+1. 

 

Case 1: SVM RESULT 
 

 

Case 2: SVM RESULT 

 

3.2 CONFUSION MATRIX  

 

An error matrix, or often referred to as a confusion matrix, 

summarizes the relationship between the two sources of 

information.  From an error matrix the images overall accuracy, 

producer’s accuracy, omission errors, user’s accuracy and 

commission errors can be determined (Jensen 2005). 

 

The error matrix consists of a series of rows and columns.  The 

headings of the rows and columns are the classes of interest.  

The columns contain the ground reference data while the rows 

contain the classified information.  “The intersection of the 

rows and columns summarize the number of sample units (ie. 

pixels, clusters of pixels, or polygons) assigned to a particular 

category (class) relative to the actual category as verified in the 

field” (Jensen 2005).  Within the diagonal of the matrix, the 

numbers represent the number of samples (ie. pixels) that were 

correctly identified.  Numbers not found within the diagonals 

are errors (Jensen 2005). 

 

 
 

Case 1: CONFUSION MATRIX RESULT 

 

 
 

Case 2: CONFUSION MATRIX RESULT 

 

4. CONCLUSION AND FUTURE SCOPE 

 
CBIR is exciting technology but immature at the current stage. 

Other areas where image retrieval is beneficial are crime 

prevention (including identification of shoe prints and tyre 

tracks), architectural design (retrieval of similar previous 

designs and standard components) and medical diagnosis of 

diseases (retrieval of cases with similar features). Storage, 

retrieval and use of images in application areas (such as 

surveillance cameras video database) can have better 

identification of trespasser.  

 

Future scope of the CBIR technology is replacing more 

traditional methods of indexing and searching. However, the 

combined use of text and image features might bring better 

performance than either type of retrieval. Similarly, the 

combined use of content-based retrieval and content-based 
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navigation promises to be a very powerful technique for 

identifying desired items of any type in multimedia systems.  

 

The problem at present is how these different types of access 

method can best be combined. Developers and collection 

managers wishing to use combined techniques are searching for 

new implementations. For image database users such as graphic 

designers, the ability to retrieve specific images is of less 

usefulness.  

 

Searching the Web for images is such a confusing process that 

almost any advance on current technology is likely to be 

beneficial. Improved search engines, capable of using both text 

and image features for retrieval, will be the requirement.  

 

In conclusion, CBIR is clearly a technology with very high 

potential and needs to be manipulated with help of high 

efficiency algorithms. 
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