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 ABSTRACT: - The method of logical effort is an easy way to estimate delay and dynamic power in a CMOS circuit. We can 

select the fastest candidate by comparing delay estimates of different logic structures. The method also specifies the proper 

number of logic gates on a path and the best transistor sizes for the logic gates. Because the method is easy to use, it is ideal for 

evaluating alternatives in the early stages of a design and provides a good starting point for more intricate optimizations. In 

proposed work, the implementation of logical effort technique in static CMOS circuits like conventional adder, array multiplier, 

decoder and multiplexer occurred. So if its transistors sizing changed or adjusted such that its delay and PDP reduce then as a 

result of this bigger circuits   also get the benefit of this changes 

Keywords –Transistor sizing, Logical effort, static CMOS   

circuit. 

I. introduction 

This is important especially with the projected slower 

improvement in the battery-technology compared to the 

progress pace of the semiconductor industry [1]. Thus, power 

estimation, analysis and optimization are essential for CMOS 

IC design. Using circuit simulators such as Spice to predict the 

power dissipation in large circuits is an unfeasible solution due 

to large computing-time. Hence, developing accurate power 

models is necessary for designing and optimizing very large 

scale integrated (VLSI) CMOS circuits. 

In CMOS circuits there are two sources for power dissipation: 

static and dynamic. Static power dissipation is mainly due to   

standby leakage current [2, 3] and it is not a function to the 

switching frequency of a CMOS gate. This source is out of the 

scope of this work. Dynamic power, in contrast, is the power 

consumed by a CMOS gate when its output toggles between 

high and low logic levels [4, 5]. Short-circuit power and 

switching power are the main components of the dynamic 

power dissipation. The first component is produced by the 

direct DC path between the supply voltage and ground when 

both the NMOS and PMOS transistors are ON during the input 

transition. Switching power, on the contrary, contributes the 

major portion of the power consumption in CMOS circuits, 

and is the result of the charging and discharging of the output 

capacitance. 

Reducing the power dissipation in IC designs was always a key 

concern and the force behind moving from one technology to 

another. Under specific delay constraints, power may be 

reduced at different levels of the design abstractions. At the 

circuit level, which is the target of this paper, power 

optimization is achieved by transistor sizing, supply voltage 

and/or threshold voltage scaling. 

 The works in [6–9] attempt to optimize switching power 

through transistor sizing. Turgis et al. [6] consider a chain of 

inverters where a tapering ratio of 4.25 is found to minimize 

the power dissipation. In [7] it has been proven that the sum of 

the input capacitances of an inverter chain is minimized when 

inverters bear the same fan out. For a path with general gates 

the minimal energy solution was obtained in [8] by 

numerically solving a set of equations, which was resulted 

from LaGrange method. BiCMOS circuits were considered in 

[9]. This method uses an iterative process to size and optimize 

the design’s gates where the high drive capability buffered 

gates (i.e. ,BiCMOS) with sufficiently low fan-out are 

identified and replaced with a lower power unbuffered (i.e., 

CMOS) version. This work seeks the minimization of network 

delay subject to network power dissipation.  

Optimizing the supply voltage to reduce the power dissipation 

was the target of many researchers. Considering micro- 

processors, Ca ie  tal. [10] Propose a dual supply voltage 

technique to reduce both the static and the dynamic power 

dissipation of CMOS circuits. Low supply voltage and low 

threshold-voltage devices are used for high activity circuits 

while higher supply voltage and high threshold voltage devices 

are assigned to the low activity circuitry. In [11] the power 

optimization has been achieved in two steps. First, maximum 

delay is assigned to all gates then in the next step each 

individual gate is optimized iteratively for minimum power by 

finding the proper combination of the transistor  widths; as 

well as threshold and supply voltages. 

This paper survey of logical effort technique in section II, after 

that in section III shows modified work – logical 
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implementation and simulation result and in section IV 

concludes this paper 

Logical Effort Theory 

Logical effort theory is based on delay caused by the 

capacitive loads that the logic gate drives and by the 

topology of the logic gate.  Clearly, as the load increases, the 

delay increases, but delay also depends on the logic function 

of the gate. Logical effort  theory  uses  inverters  as  basic  

building  block  as  it  is simplest logic gate and compares 

the driving capabilities of other gates with it. 

 

II. Logical Effort for individual gates 
 
            Logical effort technique [12] expresses the delay of 

CMOS gates D as a normalized value of τ, 

                                                                        (1) 

Where, τ is technology independent parameter. The delay in 

logic can be expressed as sum of two components, a fixed part 

called the parasitic delay, p, and a part proportional to the load 

on the gate’s output, called the effort delay, f. The total delay, 

measured in units of τ, is the sum of the effort and parasitic 

delays. Thus 

                                                                 (2)                                                                                   

  The parasitic delay of a logic gate is fixed, independent of the 

size of the logic gate and of the load capacitance. Effort delay 

is dependent on load and properties of logic gate driving that 

load. The effort delay of the logic gate is the product of these 

two factors. 

 

                                                                   (3)  

 

                                                                                        Where 

g is Logical Effort and h is Electrical Effort. The logical 

effort represents how much worse the gate is producing 

output current as compared to inverter. It is independent 

of the size of the transistors in the circuit. The electrical 

effort describes how the electrical environment of the logic 

gate affects performance and size of transistor on load 

driving capability. 

                                                     (4)  

Where Cout   is the output load capacitance and Cin   is the 

capacitance presented by presented by the input terminal of the 

Logic gate. Combining equations 2 and 3, we obtain the basic 

equation that models the delay through a single logic gate, in 

units of τ: 

 

                                                         (5) 

 
This formulation separates τ, g, h, and p, the four 

contributions to delay. The backbone of logical theory is 

the calculation of logical effort g. it is defined as the ratio 

input capacitance of the gate to that of inverter that delivers 

same output current. 

                                                     (6) 

 
Where Ci is the input capacitance of the logic gate and 

Cinv is capacitance of the reference inverter. Logical 

Effort is the ratio of capacitances, the units use to measure 
capacitance may be arbitrary. The capacitance of the 

transistor's gate is proportional to w, and its ability to 
produce output current, or conductance, is also 
proportional to w. in most CMOS processes , pull up 

transistors must be wider than pull down transistors to have 
the same conductance since mobility of electrons is more as 
compared to holes. µ=µn/µp is the ratio of PMOS to 

NMOS width in   an   inverter   for   equal   conductance. 
Under this assumption, an inverter will have a pull down 
transistor of width w and a pull up transistor of width 2w so 

the total capacitance can be said to be 3w.Hence by 
definition:- 

133 g                                                       (7) 

 

III. Multi-stage circuit 
 

The logical effort along a path compounds by multiplying 
the logical efforts of all the logic gates along the path. We 
use the uppercase symbol G to denote the path logical 

effort, so that it is distinguished from  , the logical effort of 
a single gate in the path. So, 

 

                                                                      (7)                                                                                                                       

The electrical effort along the path through a network is 

simply the ratio of the capacitance that loads the logic gate 

in the path to the input capacitance of the first gate in the 

path. 

   
    

   
                                                               (8) 

Where  outc     and  inc  are   the   output   and   input 

capacitances of the path, respectively. For a multi-stage 

logic circuit, another parameter should be defined in order 

to cover fan-out of each stages. When a logic gate has 

other gates connected to its output which are not in the 

target path, a fraction of the output current is directed 

along the path while the rest is directed off that path. 

Here we define the branching effort (b) as 

off

offon

c

cc
b


                                                    (9) 

Where  onc  is the load capacitance along the path 

and offc  is the capacitance of the connections that  

lead of the path. For no branch b=1. 

The branching effort along the entire path is nothing but 

multiplication of the branching effort of each stage along the 

path. 

biB                                                                (10) 

Finally the path effort (F)  can be defined as 

GHBF                                                           (11) 

Now we can find the optimal value of the stage effort in 

order to have minimum delay along a given path. The 

path delay (D)  is the sum of the delays of each stage 

and it can be divided into two parts consisting of the path 

effort delay ( fD ) and the path parasitic delay (P)  as 
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PDdD fi                                       (12) 

iif hgD                                                (13) 

And the path parasitic delay is 

 ipP                                                         (14) 

This minimum delay is achieves when the stage effort is,  

N
ii Fhgf

1

                                             (15) 

So, PNFD N 
1

                                       (16) 

we can determine the transistor sizes of gates along a path. 

f

Cg
C outi

in                                                   (17) 

Table 1: Logical effort of static CMOS gates. (γ = 2, where 

γ is the ratio between PMOS and NMOS transistor size.) 

 

Gate type                            Number of inputs 

1 2 3 4 5 n 

Inverter  1      

NAND  4/3 5/3 6/3 7/3 (n+2)/3 

NOR  5/3 7/3 9/3 11/3 (2n+1)/3 

Multiplexer  2 2 2 2 2 

XOR  4 12 32   

Table 2: Parasitic delay of static CMOS gates 

Gate type  Parasitic delay  

Inverter        

NAND        

NOR        

Multiplexer 2      

XOR 4     

IV. Logic implementation with simulation work 

In this work implemented logical effort technique in static 

CMOS circuits like conventional adder, array multiplier, 

decoder and multiplexer. These circuits are used very 

frequently in many bigger circuits. So if its transistors 

sizing changed or adjusted such that its delay and PDP 

reduce then as a result of this bigger circuits also get the 

benefit of this changes. Logical effort technique mainly 

deals with scaling of the transistors in such manner that 

will reduce the delay of the path in which we apply this 

technique. So make a module of any circuit with and 

without use of logical effort technique and Use this as a 

basic building block and compare the performance. Here 

first used conventional adder. 

 

Fig.1 Conventional Full Adder 

 

Fig.2 Full adder with highlighted paths on which 

logical effort applied 

Now using this adder as a building block with logical 

effort technique, it is going to apply in multiplexer. 

4:1 Multiplexer 

Multiplexer is well known circuit which is used for flow of 

different signal through a single output path in a 

controlling way.  

Schematic and waveforms of multiplexer without 

using of logical effort:- 
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Fig.3 Schematic view of 4:1 Multiplexer 

 

Fig.4 Waveform of 4:1 multiplexer 

Schematic and waveforms of multiplexer with 

using of logical effort:- 

 

Fig.5 Schematic view of 4:1 Multiplexer with logical 

effort 

Fig.6 

Waveforms of 4:1 Multiplexer with logical effort 

From the comparison we can see delay decrease nearly 

47% and PDP saving nearly 61.6%. So that the 

performance of adder has been improved by using logical 

effort technique. 

V Conclusion 

In this work found that Logical effort technique is prove to 

be good option to choose better circuit for particular task 

very easily by taking the example of multiplexer. 

It is best transistor sizes for the logic gates and has to be 

proven an easy way to estimate power and delay. 
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