e,

te)
ijecs

L'[)_L'H JCcess

www.ijecs.in
International Journal Of Engineering And Computer Science ISSN: 2319-7242

Volume 5 Issues 6 June 2016, Page No. 17113-17126

Iterative Success Variety Method for Joined words
in Tamil Language
D.Umamageswari', K.Kumanan®

'D‘Umamageswari
Computer Science & Engineering,
Sri Venkateswara College Engineering,
Sriperumbuthur, India
wmamageswari.devaraji@ gmail.com

2]\/lr.K.Kumanan, M.Tech
Computer Science & Engineering,
Sri Venkateswara College Engineering,
Sriperumbuthur, India
kkumanan @svee.ac.in

Abstract— Stemmer plays a vital role in Natural Language Processing applications, where it is used to improve the accuracy of
applications like Information Retrieval System(IRS) for indexing based on recall/precision factors, POS Tagger, Search engines and so on.
Stemmer is a pre-processing step to squeeze out the root or stem or base of the words. Stemmer for class of words like nouns i.e plural form
or verbal form of simple words is available. This paper presents a stemmer for joined words or compound words which is again a class of
words formed as, the beginning character of the next word, formed with some form of the ending character of first word. It uses the
dictionary of root or stem or base words to squeeze out the vital part of the word. It produces better accuracy when there are large numbers
of root or stem or base word in the dictionary. It is working as context-based stemmer where it selects the second root or stem or base of the

word based on context. So, it needs to collect the vital part of the words in the class of nouns and verbs.
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1. Introduction

Processing of Natural Language is a systematic approach,
deals with the interaction of human and machine, which
analyses and processes the words to produce meaningful
information. It mainly focuses on the processing of text with
the language structure and requires knowledge about language
in order to develop an automated system. Natural Languages
are ambiguous, requires a fine-tuned pre-processing task like
Stemmer of NLP. It is a pre-processing task in many NLP like
POS Tagging, machine translation, text repository in teaching
and learning process, morphology, synthesizer, information
retrieval and extraction, parser, and disambiguation.

The Stemmer is the process of squeezing out the root or
stem or base of the given word. The words are classified as
simple and compound words, where the compound words are
made up of two or more words combined together. Here this
paper considers the compound words that are formed as, the
beginning character of the second word is the ending character
of the first word with slight modifications.

Example: “uyirinangal.”, here we have two root words.

They are “uyir” and “inam”. One is noun and another is
verb. If these words are available in the dictionary, then they
can also be collected from the joined words.

2. An Overview
In this context, describes a brief summary of various
Stemming approaches for Tamil is being analyzed.

Tamil is an agglutinative language, where the words are
created by affixing root or stem with either suffixes or prefixes
called derivational words or inflected or compound words.

The major complexity in the process of stemming, is in
identifying the root or stem word in joined words, over-
stemming and under-stemming.

Tamil language also follows free-word order, and due to
highly inflectional and morphological form of words, it is
better to use Rule-based affix stripping method. General types
of Stemmer are,

1. Rule-based Approach.

2. Statistical Approach.

2.1 Rule-Based Approach

In Tamil language, where the words are created by affixing
root or stem with either suffixes or prefixes.

Rules should be framed to extract the key part of the given
word. It is using a pre-defined large set of well-formed rules,
intended to be language-specific and deep knowledge of the
language.

Advantages

a.  Does not require any Dictionary.

b.  Faster.

Disadvantages

a. Extensive knowledge of the language is required.

b. Requires considerable amount of memory to store rules.

c. It has over-stemming and under-stemming problem.
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2.2 Statistical Approach

Alternative  solution for stemming uses statistical
information of the large trained set. It yields better results than
rule based.

Advantages

a.  Language Expertise is not required.

Disadvantages

b. Requires good algorithm.

c. Requires Large Corpus.

Various algorithms used are,

1. Affix Stripping or Suffix Removal method.

2. Success variety method.

3. Table look-up method.

4. N-Gram method.

Some of the algorithms are explained below,

2.2.1 Suffix Removal Method

It does not use any look-up table. It uses a set of rules to
find the root or stem word for the given set of words.

Example:

If a word ends with ‘1[|‘Ei+’ remove ‘d_EI‘Ei%’

If a word ends with ‘%j+’ remove ‘%j+’

If a word ends with ‘Aj+* remove ‘Aj+’

It is a simpler form of Stemming requires the language
expertise.

2.2.2 Success Variety Method

Successor variety stemmer works on structural form of
words, in which it uses frequencies of the letter sequences in
the word with the set of words beginning with same letter.
Consider the next character of each word and selects the
appropriate one and repeats the same until it gets the correct
stem.

Example: to find ‘AA:* among the set of words,
AA+, AAj, Ajo

Tou find | Success Ch g
‘AA+ Variety count RN
A 3 (A A}
AA 2 {* il
AA+ 1 -

For segmenting it uses some more algorithms along with
Success variety method like cutoff, peak plateau methods.

2.2.3 Related Works

For the language English, Julie Beth Lovins was developed
a Dictionary-based Stemming algorithm in 1968, used Suffix
list with 294 suffixes and 29 context rules for removing the
suffixes if matches. In 1980, another algorithm called Suffix
Stripping Algorithm used in Porter Stemmer for English was
developed and it provides better results than Lovins Algorithm.

Then for the other foreign languages and Indian languages,
the Stemmer was developed based on the Lovins and Porter
Stemmer. Most of the work for the Indian languages like Hindi,
Guajarati, Punjabi, etc., done either with inflected or derived
words, but very few stemmers was developed with both the
inflected or derived words.

For rich morphological and highly inflected language like
Tamil, [1] says about various stemming algorithm for Indian
and non-Indian languages. It is wused to improve the
effectiveness of retrieving the information. [2] They proposed
rule-based light-stemmer to find the stem from inflection
words. And the light-stemmer was performed much better than
suffix removal and more effective in retrieving the information.

[3] Stemming with K-Mean Clustering technique, is used in
IRS System, where the most likely documents are retrieved by
ensuring the related words are mapped to common stem. [4]
For improving the performance of IRS System, it clusters
stemmed words with less computational steps. It provides
better performance than before clustering. It improves the
recall, the number of documents retrieved in response to a
Query. [7] He developed derivational improving the
performance of Odia IRS, by using recall factor of the number
of document retrieved for a query in response. [11] He used
Naive Algorithm for finding the root word. It makes use of
look-up table to relate root and the inflected words. It is a
concept of Artificial Intelligence called Naive Search. It
produces better performance with more number of relations in
a look-up table. [6] He developed the stemmer for the
language Urdu and Marathi using Frequency and Length based
Stripping Algorithm.

The retrieval effectiveness of the IRS System is improved
by using Stemmer.

3. Problem Statement

Words may be of derived or inflected form or affixed form
or compound form, where the stemmer is developed for finding
the key part of the word. It may be a root or stem of the word.
Compound words (joined words) may be formed of
concatenation of two or more words.

In this paper, it presents the compound forms framed as a
noun followed by the verb. Words can be of noun followed by
a verb eg, AUET%®, noun followed by a noun eg.,
_ " %600% _8, etc., It requires that nouns and verbs are stored
in the dictionary separately. It provides better accuracy when
there are large numbers of verbs and nouns are stored in the
dictionary.

System Architecture

Look-up Table

e jemn R

- e " ege= e

f

Stemmer e

Store
Eg: “nadanamaadinaal.” .

Iterative T — -

Success

Variety
Algorithm

Joined word in Tamil —»f

Root or Stem
or Base words

'

“nadanam”™“Adu”

Fig. 1 Stemumner for Joined Words

Description

In this context, reads an input compound word and splits it
into two root word. It needs well-formed rules for the joined
words which is framed by analyzing the words and gets stored.
And stores the collected stem or root word in a Dictionary, so
that it can be used to split the joined words into stem or root. It
needs language-specific knowledge of word analysis, so that
the key part can be identified from the compound form of
words.
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Stemmer

It reads the compound word and splits that word into root
or stem word by applying rules.

Stemmer
nadanamaadinaal. —p| “nadanam”
Rules “Adn”
Fig.2 Stemmer

Algorithm: (Iterative Success Variety method)

1. Read the input string.

2. Collect the words (at least five) from the noun store which
are closer to the input string and find the word length of the
word which is maximum among those words.

3. Do the iterative success variety process for the word that
matches at the most probable one.

a. For getting the last character of the first word and the
first character of the second word it makes use of look-
up table.

b. Eg., ¢% EAiEEiG, it looks for the character “Ai”, and
it replaces “Aj” by “B+—", by looking up the table. So
that we get the last character of the first word and the
first character of the second word.

¢. And add it to the dictionary if it is a new one.

4. Do the next iteration by selecting the words (at least five
from the verb store which are closer to the input string after
splitting process and find the word length of the word which
is maximum among those words) with character it finds
with the look-up table.

5. Repeat until all the root words found.

6. And add second root or stem or base word to the dictionary
if it is a new one.

Algorithm Description:
Sample Input-1: ;Y% EAFjEE{Q and a set of words beginning
with ¢. (It requires a dictionary of root/stem/base words). Here
those joined words are formed as noun followed by a verb.
Output: ;HEGS, — I

Iteration-1:

cHEATEEQ

¢HED, ¢1%,0, ¢%, ¢E, ¢ja

Current character Next Character

Iteration-2:

—EEjQ

_II - E i | e

Current character Next Character

= {IE "%

—E {null}

It gives the second root word as “— 1"
Sample Input-2: AR V2AT and a set of words beginning
with A,

Iteration-1:

AR12AT

AR126, AjES, Aji"°, ARE, AU A
Current character Next Character
A {A, 1, i, U}
AR {¥2, E}
ARz {6}

AR1256 {null}

Output: AF 126, pT

Here it maintains a pointer to hold that the root word
'AF11428' ends here (all the character matches except last
character when compared to the root word ' ARz '
'ARV2A"). And it needs to look-up the table to get ' Al' to
'8+p' so that we get 'AFR 148", After the modification, next
word starts with 'p'. So it picks the set of words from the
dictionary which is beginning with 'p' and it may be a verb
selected from the store.

Iteration-2:

pI

pI, pE, p®@

Current character Next Character
b {1, E, @}

pI {null}

It gives the second root word as “pi”

It stops finding the root/stem/base when it finds the pattern
and needs to select the word, which is a verb. It needs to collect
the verbs and nouns separately.

Look-up Table:

é {%, i, E} Table-1 Look-up Table.
& {E} T T T S e
51 B LA W | o | am a | 9§ [ w "3 pan
('#E a {0} & | 6| & 8| 2| | | Gs qa ana | Gan | dan | Clam
¢AED {null} | e || & |y | o | O | Om | som | Glem | Gmin | @Rt
. : . " |0 |lon | R| #| & | Os ] e | Gsn | Gsn | Gsen
}!ere it maintains a pointer to hold that the root word B e wr | | | | mn | Gwn| Gan | wen | Gusn | Gewn | Guenen |
'¢WEQ' ends here (all the character matches except last Llelwn|u|le|e|@ 6] & [ [Gn]| @n| Gm
character when compared to the root word '¢UWE_' '¢WEA})., || mm | o | ol | oo | g | gun | Goww | Geon | aners | Clen | Geemn | Gevmen
5 TR ot = —‘w ) L "’E ] - :’T b ‘3;'-’ - Q_er ‘.)'QI‘T "'M
And it needs to look-up the table to get 'Aj' to '6+—' so that we B s lon | Pl 6| m| 55| 6| On | on | omn | Oxn | G |
get Ié_% Ea', ] u | un i Cul y (7Y (4 7] au anu Gun | Que | Guwr
w|w we | B F[p|es]| Qo 0w [ e | Gan | Guwn | Guoan
After the modification, next word starts with '—'. So it W lwwe |08 & [w|y)|Gul Ow | ew| Gu | Qun | Guer
picks the set of words from the dictionary which is beginning AEAN NEAEAY AN BN SN WE _NE. S8 SK._ .
. i 1 L. o | w0 | os | 8 | of | w0 | Gw | Ta mu | Glem | Gun | Geven
with '—"and it is a verb selected from the store. @ | o | am | ab | of | o | 0| Goi| Ooi | oo | Gom | Gom | G
b lwlw | B [colcew]| Q| O | e | Gipn | Sgn | Gpen
o |on | om | ofi | of | gg | tom | Qe | Gen enet | Qe | Qenm | Glamen
oo we [B] 0 [w|onl G| Gn | o | Gor | don | Goer
o | o | e dﬂ‘a‘ o | gn | Gen Gesr | enem | Glewn Gam | Gamen
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Look-up table consist of the character which is to be
replaced by a sequence of the characters, so that it gets the last
character of the first word and the first character of the second
root word.

Eg., ¢UEAJEE{Q, where ‘Aj’ is replaced by ‘6+—’, so
that it gets the last character ‘@’ of the first word and the first
character ‘—’ of the second root word.

4.Future and Conclusion

Stemmers are used to find the root or stem or base words of the
given words. The stemmers are mainly used in other NLP
applications like search engine or information retrieval system
or in POS tagger etc. The accuracy of these applications
depends on the accuracy of the stemmer it uses. For the joined
words, stemmers are not available.

In this paper, it considers the joined words where the second
word start with the last character of the word in some form of
that character. And it considers those words as the noun
followed by a verb. Likewise it may be used to find the root
words for the joined words like noun followed by a noun,
words formed with consonants between two words, etc.

This paper is submitted as an Article and which will be
implemented later.
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