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Abstract: Presently, a very large amount of data stored in databases is increasing at a tremendous speed. This growing need gives a view 

for a new research field called Knowledge Discovery in Databases (KDD) or Data Mining, which attract attention from researchers in from 

various fields which includes Database Design, Statistics, Pattern Recognition, Machine Learning, and Data Visualization et,. In this survey 

approximately 40 research papers were collected concerning various fields in data mining and discussed each and categorized them under 

the few areas and the trends was interpreted based on the area of research and applications. 

Keywords: Data mining, KDD and Machine Learning.  

1. Introduction 

Data mining an interdisciplinary subfield of computer 

science is the computational process of discovering patterns 

in large data sets involving methods at the intersection of 

artificial intelligence, machine learning, statistics, and 

database systems. The overall goal of the data mining process 

is to extract information from a data set and transform it into 

an understandable structure for further use. Data Mining is 

widely used in diverse areas. There are number of 

commercial data mining system available today yet there are 

many challenges in this field. 

2. Literature Review 

Recently many Data mining research were done in the 

various domains, such as Mobile commerce. Paper [1] 

proposed cluster-Based Temporal Mobile Sequential pattern 

mine (CTMSP-Mine) to discover the cluster-Based Temporal 

Mobile sequential pattern.  They used techniques two 

techniques such as Co-smart-cast algorithm to cluster the 

mobile transaction sequences. In this algorithm, they 

proposed LBS-alignment to evaluate similarity of mobile 

transaction sequences and GA-based time segmentation 

algorithm to find the most suitable time intervals. After 

clustering and segmentation user cluster table and time 

interval table are generated.CTMSP-Mine algorithm to mine 

CTMSPs from mobile transaction database according to user 

cluster table and time table. In online, they predict 

subsequent behaviors according to user’s previous mobile 

transaction sequences and current time mining an 

interdisciplinary subfield of computer science is the 

computational process of discovering patterns in large data 

sets involving methods at the intersection of artificial 

intelligence, machine learning, statistics, and database 

systems. The overall goal of the data mining process is to 

extract information from a data set and transform it into an 

understandable structure for further use. Data Mining is 

widely used in diverse areas. There are number of 

commercial data mining system available today yet there are 

many challenges in this field. 

Paper [2] deals Students Mood recognition during online 

self-assessment test .They used exponential logic and its 

formulas for computation.  Student’s previous answers and 

slide bar status are considered as input.  Total Number of 

questions for online self-assessment test, Student’s goal, and 

slide bar value are used as variables for exponential logic.  

This system identifies student’s current status of mood and 

gives appropriate feedback. Limitation of this system is 

student’s manually selecting their mood using slide bar 

without any automation. 

Paper [3] focused on how to improve aspect- level opinion 

mining for online customer reviews. They proposed the Joint 

Aspect/Sentiment model (JAS) to extract aspects and aspect- 

dependent sentiment lexicons from online customer reviews 

in a unified framework.  They used Gibbs Sampling 

algorithm. 

 

 

In Paper [4] a novel weakly supervised cybercriminal 

network mining method which can uncover both explicit and 

implicit relationships among cybercriminals based on their 

conversational messages posted on online social media.  

Mined two types of semantics such as transactional and 

collaborative relationships among cybercriminals using 

context-sensitive Gibbs sampling algorithm. They used 
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probabilistic generative model to extract multi-word 

expressions describing two types of cyber-criminal 

relationships in unlabeled messages.  They used concept level 

approaches to better grasp the implicit semantics associated 

with text. 

Research[5] deals about CIoT is a new network paradigm, 

where (physical/virutual) things or objects are interconnected 

and behave as agents with minimum human intervention, the 

things interact with each other following a context-aware 

perception-action cycle, use the methodology of 

understanding – by-building to learn from both the physical 

environment and social networks, store the learned semantic 

and/or knowledge in kinds of databases and adapt themselves 

to changes or uncertainties via resource-efficient decision-

making mechanism. This research used game models and 

multiagent learning algorithm and these should be carefully 

designed for different applications in large-scale CIoT 

applications. This system (CIoT) needs massive sensitive 

data. Advantages of incorporation CIoT in applications are 

saving people’s time and effort, Increasing resource 

efficiency and Enhancing service provisioning. 

Paper [6] research on discovering and connections 

between social emotions and online documents as social 

affective text mining, including predicting emotions from 

online documents associating emotions with latent topics for 

document categorization to help online users to select related 

documents based on their emotional preferences. In this 

research, associate emotions with a specific emotional 

event/topic used instead of only a single term. They proposed 

a joint emotion-topic model for social affective text mining, 

which introduces an additional layer of emotion modeling 

into Latent Dirichlet Allocation (LDA). This model takes 

social affective text as input ex. College student jumps, 

affection related problem and categorize the text according to 

different emotions ex. Empathy, touched and surprise. They 

developed an approximate inference method based on Gibbs 

Sampling Algorithm. 

Research [7] focused on classifying internet users based on 

their internet user behavior to offer him/her enhanced 

services. To do this, they have collected data such as 

Timestamp, IP address, URL and 10 keywords from proxy 

Cache and origin web server and categorized user behavior.  

To cluster users, two kinds of categorization algorithms are 

used such as “hard clustering” producing a partition, and an 

algorithm of “soft clustering” discovering overlapping 

clusters. The first algorithm is a method of hierarchical 

agglomerative clustering (HAC). 

Research [8] on mobile social network services i.e., social 

networks and mobile devices applied them to social network 

groups with children with developmental disabilities. A 

foundation, university, hospitals and families with CDD 

created an online social network to share important 

information about services such as childcare. To access 

MSNSM users can use PDA, mobile devices and personal 

computers. These devices must have internet application or a 

web browser installed. 

Research [9] proposed a real-time map generation and 

updating algorithm for car navigation system (CNS), which 

fulfills or corrects the unknown road area of the conventional 

road map database by using global positioning system 

information and wireless communication technologies. Here, 

introduced general algorithms for the extraction of road 

position, updating of road information, and updating cycle of 

the map database. But, updating and distribution of the road 

map database is a complex and high cost process. 

Research [10] proposed frame work for Topic-Sensitive 

Influencer Mining (TSIM).In which, influence measurement 

of users and images is determined with hypergraph learning 

approach.  It utilizes visual–textual content relations to 

construct homogeneous hyper edges for the topic distribution 

learning and social link relations to construct heterogeneous 

hyper edges for influence ranking in the network. They used 

hyper ranking algorithm, in which extracting topic-specific 

influential nodes such as content of images and social links in 

the networks such as flicker to identify the influence of users 

and scene or images. 

Paper [11] represented text-categorization, in which a 

novel values assigned to a word are called distributional 

features, which include compactness of the appearance of the 

word and the position of the first appearance of the word. In 

this research, tfidf-style equation is constructed and ensemble 

learning technique is used. It considers frequency of a word 

i.e., how many times a word exists in a document and where 

the word appears at the very first time and compactness of 

words. This research work helps to improve performance 

while requiring only a little additional cost.  In this research, 

just combines existing frequency with the distributional 

features. 

Research [12] makes use of unsupervised network 

anomaly detection scheme based on TCM-KNN 

(Transductive Confidence Machines for k-Nearest 

Neighbors) data mining algorithm.  This work address the 

optimizations for TCM-KNN in 2 aspects such as Genetic 

algorithm based instance selection method to limit the scale 

of training dataset and select most qualified instance to 

ensure the quality of dataset for training and Filter based 

feature selection method to extract the most necessary and 

relevant features to form the training set for TCM-KNN. 

These two optimization task are used to boost performance 

and reduce computational cost. This system found DDoS 

attacks, anomalies and take counter measurements in real 

network environment. 

Research [13] It can help service users to locate the right 

service from the large number of available web services. It is 

computer as an aggregation of user’s feedback rating over a 

specific period of time and reflects the reliability, 

trustworthiness and credibility of web service and its 

provider. This research makes use of Pearson correlation 

coefficient and Bloom filtering.  It also recommends users 

when two or more web services have the same functionality 

but different Quality-of-Service (QoS) performance. This 

research used to increase the success ratio of composite 

services. 

Research paper [14] introduces the concept of “data 

prospecting” to address the challenges of data intensive 

science. Research focuses on enhancing data selection 

through the use of interactive discovery engines.  It enables 

researchers to filter the data based on the first look analysis, 



Dhanalakshmi.D
1
 IJECS Volume 3 Issue 10, Oct, 2014 Page No.8911-8919                                                               Page 8913 

 

discover interesting and previously unknown patterns to start 

new science investigations, verify the quality of data and 

corroborate whether the patterns in data match existing 

science theories or mental models. This research deals about 

data prospecting to earth science researchers.  It provides 

discovery engine such as polaris Which uses the formula 

such as “more data usually beats better algorithm”.  The 

project has developed a mining algorithm to detect gap wind 

and associated ocean upwelling events globally. This 

research provides low cost technology. 

In this Research paper [15], a novel approach for 

autonomous decision making is developed based on rough set 

theory of data mining. Algorithms which are used in this 

research are based on rough set theory, cluster analysis and 

measure theory.  The two independent algorithms developed 

in this paper such as primary decision-making algorithm and 

confirmation algorithm to either generate an accurate 

diagnosis or make no decision. The proposed approach is 

illustrated with a medical case study involving diagnosis of 

patients with solitary pulmonary nodule using information 

from non-invasive tests. A nodule is detected on a patient’s 

chest radiograph.  The diagnosis is perceived depend on 

many features such as SPN diameter, border character, 

presence of calcification, patient’s age, smoking history etc.  

It takes reduced number of features so it consumes lower 

testing costs. 

The system proposed in Research paper [16] uses vast 

storage of information from medical data so that diagnosis 

based on these historical data can be made. It uses a unique 

algorithm which increases accuracy of such diagnosis by 

combining the key points of neural networks, Large Memory 

Storage, and Retrieval, k-NN, and differential diagnosis all 

integrated into one single algorithm. This algorithm can be 

used in solving diagnosis of multiple diseases showing 

similar symptoms, diagnosis of a person suffering from 

multiple diseases, receiving faster and more accurate second 

opinion, and faster identification of trends present in the 

medical records. This method is enhanced to reduce the huge 

number of underlying variables to just one by finding the root 

disease, or the most probable disease, using smart pattern 

matching involving k-NN classification technique and the 

next probable diseases by performing differential diagnosis, 

using the Hopfield neural networks theory and Large 

Memory Storage and Retrieval (LAMSTAR) Networks. This 

research work helps for saving time and money both the 

doctor and patient. 

Research paper [17] proposed an algorithm for data 

mining called Ant-Miner (ant-colony-based data miner). It is 

an algorithm for clustering.  The goal of Ant-Miner is to 

extract classification rules from data. It considers each case 

(ex., object, record or instance) and values of the attributes of 

the case (ex., gender=female) as input. It assigns each case to 

one class (ex.,if <conditions> then <class>. We compare the 

performance of Ant-Miner with CN2, a well-known data 

mining algorithm for classification, in six public domain data 

sets. ACO algorithm has the ability to perform a flexible 

robust search for a good combination of terms (logical 

conditions) involving values of the predictor attributes. 

Compare with CN2 it gives predictive accuracy. 

Research paper [18]  proposed a novel pattern mining 

approach to recognize sequential (brushing-washing face-

preparing meals-eating meals) , interleaved(While eating 

meals going to bed room and answering for phone call and 

come back to eat),and concurrent (While eating watching 

TV) activities in a unified framework. Observations are 

collected by using physical sensors. Observations are used to 

train an appropriate activity model. The trained model can be 

used to assign new observations with activity labels. They 

proposed sliding-window-based algorithm which is 

commonly used in time series data analysis, trace 

segmentation algorithm to segment the trace accurately and 

epSICAR Activity Recognition Algorithm. A typical 

application of this work is monitoring Activities of Daily 

Living (ADLs) for the elderly and cognitively impaired 

people, and providing them with proactive assistance. In this 

research work does not include audio features.  Due to 

finance and resource constraints data collected only in a real 

home. 

Research paper [19] This paper proposed an online 

oversampling principal component analysis (osPCA) 

algorithm with Loo strategy to address the problem of  most 

anomaly detection methods cannot be easily extended to 

large-scale problems without sacrificing computation and 

memory requirements, and we aim at detecting the presence 

of outliers from a large amount of data via an online updating 

technique. Our approach is especially of interest in online or 

large-scale problems which have computation or memory 

limitations. It gives both accuracy and efficiency. 

In Research paper [20] proposed a technique called the 

user-expectation method. Given these expectations, the 

system uses a fuzzy matching technique to match the 

discovered patterns against the user's expectations, and then 

rank the discovered patterns according to the matching 

results. The proposed technique is general and interactive. 

This method considers subjective interestingness i.e., 

unexpectedness. This system finds the patterns from the 

database and asked the user expected patterns then executing 

matching algorithm with the use of fuzzy sets then ranks the 

discovered patterns. Limitations of this work are they did not 

claim that the problems associated with the interestingness or 

even the unexpectedness is fully understood. Further research 

is needed. 

Research work [21] presented a novel method named 

structured cosine similarity (SCS) that furnishes speech 

document clustering with a new way of modeling on 

document summarization, considering the structure of the 

documents so as to improve the performance of document 

clustering in terms of quality, stability, and efficiency. When 

addressing document clustering, simple tfidf-based 

summarization spherical K-means clustering (SKC) was 

proven to outperform LSI in terms of the same level of 

clustering quality exhibited as LSI but with less time and 

memory required. In this research work, (e.x., customer 

service conversation) important words, numbers ex., credit 

card number from speech documents  are retrieved (ignoring 

noises ) and  based on these data classification will be 

performed. 

Research paper [22] introduces concepts and algorithms of 
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feature selection, surveys existing feature selection 

algorithms for classification and clustering, groups and 

compares different algorithms with a categorizing framework 

based on search strategies, evaluation criteria and data 

mining tasks, reveals unattempt combinations and provides 

guidelines in selecting feature selection algorithms. They 

developed categorizing framework to categorize different 

algorithms and give guide for intelligent feature selection 

algorithms and Unifying framework to create an integrated 

system that will automatically recommend the most suitable 

algorithm to user. To help users employ a suitable algorithm 

without knowing details of each algorithm. 

Research paper [23] proposes a new inductive algorithm 

for image annotation by integrating label correlation mining 

and visual similarity mining into a joint framework. 

Automatic image annotation technology associates images 

with labels or tags. It enables conversion of image retrieval 

into text matching. Indexing and retrieval of text documents 

are faster and usually more accurate than that of raw 

multimedia data. It has high efficiency and accuracy. They 

proposed a new framework for automatic web and personal 

image labeling by integrating shared structure learning (SSL) 

and graph-based learning into a joint framework. The 

proposed framework, i.e., label correlation mining with 

relaxed graph embedding (LMGE). 

Research work [24] deals about capture intention of 

camcorder users. Capture intention are two kinds of features: 

attention-specific features and content-generic features. 

Therefore, these two kinds of features are excerpted and 

analyzed based on video structure decomposition. Then 

singular value decomposition (SVD)-based intention 

segmentation and learning-based classification are performed 

based on these features. 

Research [25] proposed a technique that uses partial 

information about the contents of a shopping cart for the 

prediction of what else the customer is likely to buy. Using 

the recently proposed data structure of item set trees (IT-

trees), they obtain, in a computationally efficient manner, all 

rules whose antecedents contain at least one item from the 

incomplete shopping cart. Then, they combined these rules 

by uncertainty processing techniques, including the classical 

Bayesian decision theory and a new algorithm based on the 

Dempster-Shafer (DS) theory of evidence combination. The 

proposed algorithm speeds up the computation. The 

algorithm takes an incoming item set as the input and returns 

a graph that defines the association rules entailed by the 

given incoming item set. Proposed algorithms are depth-first 

search in the IT-tree and Simplified algorithm to update the 

rule graph. Experiments show that the computational costs of 

DS-ARM still grow very fast with the average length of the 

transactions and with the number of distinct items—in real 

world applications, this can become a serious issue. 

In Research Paper [26] developed compact representation 

called “tiny videos” that achieves high video compression 

rates while retaining the overall visual appearance of the 

video as it varies over time. An exemplar-based clustering 

algorithm—achieves the best trade-off between compression 

and video recall. They used this large collection of user-

labeled videos in conjunction with simple data mining 

techniques to perform related video retrieval, as well as 

classification of images and video frames. The classification 

performance of the tiny videos data set was compared with 

tiny images. They showed that tiny videos are better suited 

for classifying sports-related activities than tiny images, 

while tiny images performed better at categorizing people. 

They showed that additional metadata in the tiny videos 

database can be used to significantly improve classification 

precision for some categories. Tiny video can be used for 

content-copy detection. 

Research paper [27] deals issue in cost sensitive learning 

that considers both test costs and misclassification costs. This 

research work is to prove that “missing is useful” as missing 

values actually reduces the total cost of tests and 

misclassifications. They discussed and compared several 

strategies that utilize only known values and that “missing is 

useful” for cost reduction in cost-sensitive decision tree 

learning. They performed empirical experiments to compare 

the four strategies such as Known Value Strategy, Null 

Strategy, Internal Node Strategy and C4.5 Strategy on real-

world data sets (medical data) by the total cost and concluded 

that the Internet Node Strategy is the best. 

Research work [28] suggests new classification techniques 

for multichannel EEG recordings. Two time-series 

classification techniques, namely, Support Feature Machine 

(SFM) and Network-Based Support Vector Machine (SVM) 

(NSVM), are proposed in this paper to predict from EEG 

readings whether a person is epileptic or non-epileptic. The 

proposed SFM and NSVM techniques provide very 

promising and practical results and require much less time 

and memory resources than traditional techniques. The 

proposed techniques are tested on two EEG data sets 

acquired from ten and five patients, respectively. 

Research [29] addresses the problem of router mis- 

configurations using data mining. They applied association 

rules mining to the configuration files of routers across an 

administrative domain to discover local, network-specific 

policies. They focused on three aspects of the configurations: 

user accounts, interfaces and BGP sessions. They used the 

approach called Minerals, applies data mining on router 

configuration files across a network to infer local, network-

specific policies and detect potential errors that deviate from 

the inferred policies. 

Research work [30] proposed an evolutionary game 

theoretic framework to model the dynamic information 

diffusion process in social networks. It helps to prevent the 

detrimental information spreading, e.g. computer virus. The 

influence of users’ decisions, actions and socio-economic 

connections on information forwarding also plays an 

important role in the diffusion process. The social network 

topology can be treated as a graph structure and the user with 

new information can be regarded as the mutant. By 

considering the information diffusion process as the mutant 

spreading process, the graphical evolutionary game provides 

us with an ideal tool to find the final information diffusion 

state. 

Research paper [31] focused on personalized travel 

recommendation by considering specific user profiles or 

attributes (e.g., gender, age, race) as well as travel group 
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types (e.g., family, friends, couple) automatically retrieved 

from freely available community-contributed photos. A 

probabilistic Bayesian learning framework which further 

entails mobile recommendation on the spot is introduced as 

well. This research did experiment on more than 10 million 

photos collected from 19 major cities worldwide.  The 

proposed framework is promising to operate on mobile 

devices where the user profile and context information (e.g., 

geo-locations) can be easily detected from mobile sensors, 

and to further entail “location-awareness”—recommending 

next travel location from his/her current location or even 

delivering context-related advertisements or services. 

Research work [32] forward a novel optimization 

algorithm based on the generative topic model. This work 

utilizes the semantic and temporal correlation among 

sequences and to build up a mutual reinforcement process. 

The proposed algorithm‘s performance is robust and stable. 

Research paper [33] proposed a novel intelligent system 

which is able to automatically detect road accidents, notify 

them through vehicular networks, and estimate their severity 

based on the concept of data mining and knowledge 

inference. This system considers the most relevant variables 

that can characterize the severity of the accidents (variables 

such as the vehicle speed, the type of vehicles involved, the 

impact speed, and the status of the airbag). They developed a 

prototype based on off-the-shelf devices and validate it at the 

Applus + IDIADA Automotive Research Corporation 

facilities, showing that this system can notably reduce the 

time needed to alert and deploy emergency services after an 

accident takes place. We selected three of the classification 

algorithms such as Decision trees, Bayesian networks and 

Support Vector Machines provided by Weak to study which 

one obtains the best results. They finally concluded Bayesian 

models for classification. 

Research paper [34] extends the ideas developed for 

feature selection problems to support classifier ensemble 

reduction, by transforming ensemble predictions into training 

samples, and treating classifiers as features. The target of 

classifier ensemble reduction (CER) is to reduce the amount 

of redundancy in a reconstructed classifier ensemble, to form 

a much reduced subset of classifiers that can still deliver the 

same classification results. CER is proposed which builds 

upon the ideas from existing FS techniques. This system 

provides superior classification performance. 

Research paper [35] proposed a new research problem on 

active learning from data streams. The objective of this 

research is to label a small portion of stream data from which 

a model is derived to predict future instances as accurately as 

possible. To tackle the technical challenges raised by the 

dynamic nature of the stream data, i.e., increasing data 

volumes and evolving decision concepts, we propose a 

classifier ensemble-based active learning framework that 

selectively labels instances from data streams to build a 

classifier ensemble. They introduced a minimum-variance 

(MV) principle to guide the instance labeling process for data 

streams. 

Research paper [36] Smartphone based web browsing 

wastes a lot of power when downloading web pages due to 

the special characteristics of the wireless radio interface. In 

this paper, we identify these special characteristics, and 

address power consumption issues through two novel 

techniques. We reorganize the computation sequence of the 

web browser when loading a webpage. This research work 

did experiment on Android phones on T-Mobile UMTS 

network. Experimental results proved that it can reduce the 

power consumption of smart phone by more than 30% during 

web browsing and also it reduces the webpage loading time 

and increase the network capacity. They proposed a low 

overhead prediction algorithm based on Gradient Boosted 

Regression Trees (GBRT). 

Research [37] work proposed a novel computer vision 

based fall detection system for monitoring an elderly person 

in a home care, assistive living application. It helps, when an 

elderly person falls, a fall detection system will detect this 

fall event and an alarm signal will be sent to certain 

caregivers. Author’s proposed a person-specific fall detection 

system based on a novel unsupervised algorithm which is 

termed as the online one class support vector machine 

(OCSVM) classifier. This Algorithm extracts three types of 

features such as ellipse features, shape structure features, and 

position features. 

Research paper [38], investigates the identification of 

different variants for the process is explicitly accounted and 

based on the clustering of log traces. As finding an exact 

solution to such an enhanced process mining problem is 

proven to require high computational costs, in most practical 

cases, a greedy approach is devised. This paper proposed 

Mine workflow algorithm. 

In this research paper [39], they proposed a novel 

framework, called Mobile Commerce Explorer (MCE), for 

mining and prediction of mobile users’ movements and 

purchase transactions under the context of mobile commerce. 

The MCE framework consists of three major components: 1) 

Similarity Inference Model (SIM) for measuring the 

similarities among stores and items, which are two basic 

mobile commerce entities considered in this paper; 2) 

Personal Mobile Commerce Pattern Mine (PMCP-Mine) 

algorithm for efficient discovery of mobile users’ Personal 

Mobile Commerce Patterns (PMCPs) and 3) Mobile 

Commerce Behavior Predictor (MCBP) for prediction of 

possible mobile user behaviors. This is the first work that 

facilitates mining and prediction of mobile users’ commerce 

behaviors in order to recommend stores and items previously 

unknown to a user. 

Research paper [40] addresses the problems of (a) 

crowdsourcing the annotation of first impressions of video 

bloggers (vloggers) personal and social traits in 

conversational YouTube videos, and (b) mining the 

impressions with the goal of modeling the interplay of 

different vlogger facets. Their study includes 442 YouTube 

vlogs and 2,210 annotations collected in Mechanical Turk. 

The algorithm used Latent Dirichlet Allocation (LDA) model 

to discover joint first impressions of vlogger personality, 

attractiveness and mood. 
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3. Research trend in Data Mining 

3.1 Data collection 

In this survey, we have collected research papers published in 

the field of Data mining for past 30 years through internet.  

Data samples picked were 40 IEEE research papers.  Out of 

which,  predominantly 37 papers were published in timeline 

2004-2014 year, 3 papers lies between 1993-2003 and no 

papers in between 1982-1992. 

The above details were depicted in the below tables and 

plotted in graphs. 

Table 1: Data Mining Research Paper publication 

Years No. of Research papers 

1982-1992 0 

1993-2003 3 

2004-2014 37 

 

 
 

Figure 1: Year wise comparison 

 

  

4. Research and its Applications 

The Main focus is that we are categorizing the 40 research 

papers based on their application areas.  

Paper [1] and [39] contribution for Mobile commerce,[2] 

Students Mood Analyses, Paper[3],[5],[6],[7],[10],[11],[13], 

[21],[23],[24],[26],[30],[31],[32],[36] and [40] Researches 

for an efficient Information suggestion and retrieval, 

Research paper [4],[12] and [19] were focused on Intrusion 

detection, Research Paper[8],[18] and [37] were focused for 

Helping disabled and elder people, Paper[9] and [33] 

research for an Automobiles applications, Research 

paper[14],[15],[17],[20],[22],[34],[35] and [38] focuses the 

Advancements in Data Mining techniques, Paper[16] and 

[28] research work used for Analyzing Medical data, Paper 

[25] and [27] focus were on to analyze Missing items, 

Paper[29] Research for Misconfiguration of Routers in 

Wireless applications. 

Table 2: Data Mining –Applications 

Application areas No. of Papers 

Mobile Commerce 2 

Behavior Analysis 1 

Information Retrieval and Suggestion 16 

Intrusion Detection 3 

Helping disabled and elder people 3 

Automotive applications 2 

DataMining Advancement techniques 8 

Analyzing Medical data 2 

Analyzing Missing items 2 

Wireless applications 1 

 

 

 

 
Figure 2: Applications trend Pareto wise comparison 

 

5. Conclusion 

Data mining or Knowledge Data Discovery is the 

computer-assisted process of digging through and analyzing 

enormous sets of data and then extracting the meaning of the 

data. It is applied effectively not only in business 

environment but also in other fields such as weather forecast, 

medicine, transportation, healthcare, insurance, 

government…etc.  

We have discussed about each paper elaborately and 

categorized these papers based on their application areas. In 

this survey paper, we have analyzed 40 research papers from 

different application fields of Data Mining. From this study, 

we could conclude that data mining is an ever growing 

research field with interdisciplinary applications increasing. 
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