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Abstract: -We live in the digital era where the use of digital components is increasing in automotive engines, direction 

systems & other devices. Hence giving rise to new user interfaces due increase in Human-Vehicle Interaction (HVI). HVI 

devices having many key characteristics such as stability, reliability and robustness of the system. HVI devices help to 

track the gesture, recognize it and perform the desired operations in real time. This can be implemented using hand 

gesture control mechanism as one of its components. The gestures control technique has become a new trend for many 

human based electronic products. In this paper we will be using a near infrared Camera (NIR) camera which will track 

the images which will then be forwarded to the gesture recognition architecture. This architectures makes use of series of 

different recognition algorithms to recognize the gesture and perform the desired action.  

Keywords:- Hand Gestures, Gesture recognition, Human-

Vehicle Interaction, pixel. 

I. INTRODUCTION 

 As we know in the field of technology hand gesture 

recognition has played a significant role in last few decades. 

In simple terms hand gesture means using hand movements 

to control devices. Although other than technology, this 

research has also been beneficial in day to day life of human 

beings and has also helped them to bring in a change in their 

way of living.  

 It has also helped to mold the life of many disables
 

[3]
.When people suffer from disabilities of the lower limb 

then in order to move from place to place they make use of 

the wheel chair controlled by joystick. However if the 

person is suffering from an upper limb injury then he cannot 

make use of joystick, therefore he makes use of hand and 

head gestures to carry-out the movements
 [2]

.  Even though 

hand gestures is a significant invention in the field of 

science and technology, it goes in hand in hand with Image 

Processing 
[8]

. Image processing involves manipulation at 

pixel level. 

 In this paper, we have introduced a NIR camera 

which will track the hand gestures movements, process it 

and perform the desired action to recognize the movement to 

control the device 
[12]

. In this we are considering 5 hand 

gestures. 

II. LITERATURE SURVEY 

 Hand gesture recognition consist of three basic 

stages. First stage is the stage in which the object will be 

detected. Second stage is the stage in which the gesture will 

http://www.ijecs.in/


Manish Bhutada, IJECS Volume 3 Issue 10, October, 2014 Page No.8795-8797 Page 8796 

be recognized. The third stage is the stage in which it will 

analyze the gestures in a sequential manner to identify the 

instructions. To detect hand objects in the digital images is 

the sole purpose of the first stage. To achieve recognition 

accuracy, the most common image problems which include 

noise, contrast, poor resolution and unstable brightness 

should be solved in this stage. In the second stage object 

recognition is programmed to differentiate between the 

operator image and the obstacle image. Obstacle image can 

be any image or hand gestures in the background. In the 

third stage the analysis of the gestures will be done using 

various algorithms to perform respective actions. 

 

 

 

 

 

 

 

Figure 1: Gesture Recognition stages 

 

 Likewise hand gesture recognition has made a 

drastic change in robot navigation problems, where handling 

the big robots over voice command was difficult, due to 

introduction of the hand gestures it became quite simple as 

only simple hand movement are required to control the 

robot. For example, we are using certain gestures to control 

the device. For robot handling various hand gestures given 

in figure can be used. 

   
        (a)             (b)                     (c) 

   
         (e)              (f) 

Figure 2: Images of Gesture Recognized by the system 

In the above fig. 2 are mentioned the images of the gestures 

that are recognized by the system that are 

(a)  Move (b) Stop (c) Reverse (d) Turn Right (e) Turn Left. 

III. SYSTEM ARCHITECTURE 

In our system we have proposed hand detection and 

recognition and on the basis of this required data is fetched 

from the database. This data is then responsible for the 

movement of the device using a Radio Frequency 

Transmitter (RFT) that are sent to Radio Frequency 

Receiver placed on the device.    

 

IV. PROPOSED SYSTEM 

 There are many environmental conditions which 

are proposed in this paper which assure the good 

performance of the system. 

a. Gesture recognition system can be built using this 

proposed system which can be utilized as an indoor or in-

vehicle system.  

b. Camera captures the images that are in front of it. 

c. The background of the hand image is made blur and a 

blob of the hand is created.  

According to our system, image capturing is done in quite 

easy way and interface is very user-friendly. 

 The image is grabbed using an NIR camera, this 

obtained image is converted from RGB model to Hue 

Saturation Value Model (HSV), and then HSV-Thresholding 

is applied to it. The image obtained is then blurred to reduce 

the noise from the background. After the thresholding the 

Blob is obtained which only consists of the required image. 

Vector calculation are performed considering the Center of 

Gravity (COG). The translation of the hand from one 

portion of the screen to the other helps the system to 

recognize the gesture movement.  

 

 

 

 

 

 

 

 

 

 

 

 

                                       Figure 3: System Flow 
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