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Abstract- 

 Various natural systems teach us that very simple individual organisms can create systems able to solve the complex problems 

like optimization. Ant Colony Optimization (ACO) is an agent-based technique, which simulates the natural behavior of ants and 

develops mechanisms of cooperation and learning. Ant Colony Optimization is a metaheuristic approach for solving hard 

combinatorial optimization problems. The main idea of ACO is to model a problem as the search for a minimum cost path in a 

graph. Ant Colony Optimization has been successfully applied to scheduling, vehicle routing, and the sequential ordering 

problems. A review of several Ant Colony Optimization algorithms is done in this paper.  

1. INTRODUCTION 

Combinatorial optimization problems arise in different 

fields such as economy, engineering and science. These 

problems are very hard to solve in practice. Most of these 

problems are known as NP-hard, which means that there is 

no algorithm known for solving them in polynomial time. 

Metaheuristic techniques are now used to solve the hard 

combinatorial optimization problem [4].  

Metaheuristic incorporate concept from different fields such 

as genetic, biology and Nero-science. Metaheuristic is a set 

of algorithmic concepts that can be used to define heuristic  

methods applicable to a wide set of different problems. 

Examples of metaheuristic are simulated  

annealing [1], iterated local search [2] and tabu search [5]. A 

recent metaheuristic technique is Ant Colony Optimization 

(ACO), which is inspired by shortest path searching 

behavior of various ant species. Ant Colony Optimization 

was introduced by M. Dorigo and colleagues [6]. ACO is 

used to solve a large number of complex combinatorial 

optimization problems.  

This paper reviews the basis of Ant Colony 

Optimization algorithms. Section 2 presents the basic 

concept of real ant colonies which inspired ACO. Section 3 

describes several existing ACO Algorithms, while their 

applications are reviewed in section 4. Section 5 presents the 

conclusions.  

2. REAL ANT COLONIES 

 Ants are social insects that live in colonies and because 

of their mutual interaction they are capable of performing 

difficult tasks. A very interesting aspect of behavior of ant 

species is their ability to find shortest path between the ants’ 

nest and the food sources [7-9].  

Ant are blind, they navigate complex environments and can 

find food some distance from their nest and return to their 

nest successfully. They do this by laying pheromones while 

they navigate their environment. This process, known as 
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stigmergy, modifies their environment to permit 

communication between the ants and the colony. Ants tend 

to take the best router between their nest and some external 

landmark. This natural optimization is again part of 

stigmergy. As more ants use a particular trail to an external 

landmark, the trail becomes higher in pheromone 

concentration. The closet landmark is to nest, the higher the 

number of round trips made by each ants. For a landmark, 

that is further away, a lesser number of round trips are made. 

The higher the concentration of pheromones, the more ants 

will choose the route over others possible routes.  This 

iterative process achieves suboptimal to optimal trail 

between the endpoints.  

Ant algorithms share some of the fundamental quantities of 

ant themselves. Ants are cooperative and work collectively 

towards a common goal. Ant algorithms share these traits in 

that the simulated ant within environment work in parallel to 

solve a problem and through stigmergy helps others to 

further optimize the solution. 

 

 

 

 

Fig.1. (A) Ants follows a path between nest and food source. 

(B) An obstacle comes on the path (C) Pheromones deposit 

more quickly on the shorter path (D) All Ants have chooses 

shorter path. 

Consider figure 1 (A): ants are moving on a straight line that 

connects a food source to their nest. Ants deposit a certain 

amount of pheromone while walking and each ant 

probabilistically prefers to follows a direction rich in 

pheromone. This elementary behavior of real ants can be 

used to explain how they can find the shortest path that 

reconnects a broken line after the sudden appearance of an 

unexpected obstacle has interrupted the initial path as shown 

in fig. 1(B). In fact, once the obstacle has appeared, those 

ants which are just in front of the obstacle can’t continue to 

follows the pheromone trail and therefore they have to 

choose between the turning left or right. In this situation, we 

can expect half the ants choose turn right and the other half 

to turn left. A very similar condition occurred in fig. 1(C). 

The ants which choose, by chance the shorter path around 

the obstacle will more rapidly reconstitute the interrupted 

pheromone trail compared to those which choose the larger 

path. This, the shortest path will receive a grater amount of 

pheromone per time unit and in turn a large number of ants 

will choose the shortest path. Due to this positive feedback 

process, all ants will choose the shortest path shown in fig. 

1(D). 

3. ANT COLONY OPTIMIZATION  

3.1 General Structure of an ACO Algorithm 

The basic operation of an ACO algorithm is as follows: 

the m artificial ants of the colony move, concurrently. This 

movement is made according to a transition rule which is 

based on local information available at the nodes 

(components).this local information comprises heuristic and 

memoristic information to guide the search. By moving on 

the construction graph, ants incrementally build solutions. 

Ants can release pheromone each time they cross an edge 

while constructing solutions. Once every ant has generated a 

solution it is evaluated and it can deposit an amount of 

pheromone which is a function of the quantity of ants’ 

solution. This information will guide the search of the other 

ants of the colony in future. 

The general operation of ACO algorithm also includes 

two additional procedures, pheromone trail evaporation and 

daemon actions. The pheromone evaporation is triggered by 

the environment and it is used as a mechanism to avoid 
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search stagnation and to allow the ants to explore new space 

regions. Daemon actions are optional actions- without a 

natural counterpart to implement tasks from a global 

perspective that is lacking to the local perspective of ants. 

Examples are observing the quality of all the solutions 

generated and releasing an additional pheromone amount 

only on the transition associated to some of the solutions or 

applying a local search procedure to the solution generated 

by the ants before updating the pheromone trails. 

General steps for solving a problem by ACO are following: 

1. Represent the problem in the form of sets of 

components and transitions, or by a set of weighted 

graphs, on which ants can build solutions 

2. Define the meaning of the pheromone trails 

3. Define the heuristic preference for the ant while 

constructing a solution 

4. If possible implement an efficient local search 

algorithm for the problem to be solved. 

5. Choose a specific ACO algorithm and apply to 

problem being solved 

6. Tune the parameter of the ACO algorithm. 

3.2 ACO Variants 

Several ACO algorithms have been proposed. Among the 

available ACO algorithms for NP-hard combinatorial 

optimization problems are Ant System, Max-Min Ant 

System, Rank-based Ant System, Best-worst Ant System, 

Ant-Q and Ant Colony System. We give a short description 

of theses algorithms. Ant System was the first ACO 

algorithm. AntNet is a successful ACO algorithm for 

network routing. This algorithm is rather application 

specific. 

3.2.1  Ant System 

 Ant System (AS) developed by Dorigo in 1991, was the 

first ACO algorithm [6, 7]. Initially, three different variants, 

AS-density, AS-quantity and AS-cycle, differing in the way 

in which the pheromone trails are updated. In the former two 

ones, ants releases pheromone while building their solutions, 

with the difference that the amount deposited in AS-density 

is constant while the one released in AS-quantity directly 

depends on the heuristic desirability of the transition. 

Finally, in AS-cycle, the pheromone deposit is done once 

the solution is completed.  

Ant System is characterized by the fact that the pheromone 

update is triggered once all ants have completed their 

solutions and it is done as follows. First, all pheromones 

trails are reduced by a constant factor. Second, every ant of 

the colony deposits an amount of pheromone which is a 

function of the quantity of its solution. Solution in AS are 

constructed as follows. At each construction step, an ant k  

in AS chooses to go to a next node with a probability that is 

computed as  
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1 is a heuristic value that is available a 

prior,   and   are two parameters which determine the 

relative influence of the pheromone trail and heuristic 

information and 
k

iN is the feasible neighborhood of ant k  

when located at node i . By this probabilistic rule, the 

probability of choosing a particular arc  ji,  increases with 

the value of the associated pheromone trail ij and of the 

heuristic information value ij . There is a need to establish a 

proper balance between the importance of heuristic and 

pheromone trail information. The pheromone deposit is 

made once all ants have finished constructing their 

solutions. First, the pheromone trail associated to every arc 

is evaporated by reducing all pheromones by constant factor: 

  ,1 ijij    

Where  1,0  is evaporation rate. Next, each ant 

retraces the path it has followed and deposits an amount of 

pheromone 
k

ij on each traversed connection: 

,k

ijijij    kij Sa   

Where
k

ij , the amount of pheromones released is depends 

on the quality  kSC of solution kS of ant k deposit on the 

arcs it has visited. 

 

3.2.2 Elitist Ant System 

In 1992, a first improvement on Ant System, called Elitist 

strategy for Ant System (EAS) was developed by Dorigo [6, 

7]. In elitist AS, once the ants have released pheromone on 
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the connections associated to their generated solutions, the 

daemon performs an additional pheromone deposit on the 

edge belonging to the best solution found. The amount of 

pheromone deposited, which depends on the quality of that 

global best solution, is weighted by the number of elitist ants 

considered, e , as follows: 

  ,bestglobalijij SCfe   bestglobalij Sa   

Computational results presented by Dorigo suggest that the 

use of the elitist strategy with an appropriate value for 

parameter e allows AS finding better solutions and finding 

them in a lower number of iterations. 

3.2.3  Ant Colony System 

Ant Colony System (ACS) is one of the first successors of 

Ant System [7, 13]. It extends Ant System in the following 

aspects: 

1. Ant Colony System uses a different transition rule, 

which is called pseudo-random proportional rule: 

let k ants located at node i ,  1,00 q  be a 

parameter and q  is a random value in  1,0 . The 

next node j  is randomly chosen according to the 

probability distribution [7]. 

2. Only daemon triggers the pheromone update. ACS 

only considers one single ant, the one generated the 

global-best solution, bestglobalS  .The pheromone 

update is done by first evaporating the pheromone 

trails on all the connections used by the global-best 

ant as follows 

  ,1 ijij    bestglobalij Sa   

 Next, the daemon deposits pheromone by the rule: 

  ,bestglobalijij SCf   bestglobalij Sa   

3. Ants apply an online step-by-step pheromone trail 

update that encourages the generation of different 

solutions to those yet found. Each time an ant 

travels an edge ija , it apply the rule:  

  01   ijij  

where  1,0  is a second pheromone decay 

parameter. 0  is the initial pheromone trail value 

which is chosen in such a way that , in practice , it 

corresponds to a lower pheromone trail limit. 

3.2.4 Ant-Q 

Ant-Q was proposed by Gambardella and Dorigo in 

1995 [6, 7]. In practice, the only difference between the Ant 

Colony System and Ant-Q is the definition of the term 0 , 

which in Ant-Q is set to  
ijNj k

i




 max0
, where  

is a parameter and the maximum is taken over the set of 

pheromone trails on the arcs connecting nodes (components) 

i  on which ant k  is positioned to all nodes the ant has not 

visited yet. Setting to a small constant value resulted in a 

simpler algorithm with approximately the same 

performance. 

3.2.5 Max-Min Ant System 

 Max-Min Ant System (MMAS) developed by Hoos in 

1996 [10, 11]. It extends the basic AS in the following 

aspects: 

 It strongly exploits the best solutions found. The 

best ant that is allowed to add pheromone may be 

the iteration-best or the global-best solution. Such 

a strategy may lead to a stagnation situation in 

which all the ants follows same solutions, because 

of the excessive growth of pheromone trails on the 

areas of a good solution.  

 To counteract stagnation effect, a second 

modification introduced by MMAS is that it limits 

the possible range of pheromone trail values to 

interval  maxmin , . 

 The pheromone trail are initialized to the upper 

pheromone trail limit, with a small pheromone 

evaporation rate, increase the exploration of 

solutions at the start of the search. 

  In MMAS, pheromone trails are reinitialized each 

time the system approaches stagnation or when no 

improvement tour has been generated for a certain 

no. of consecutive iterations.  

3.2.6 Rank-based Ant System 

The rank-based Ant System (ASrank) [14] is another 

extension of the Ant System proposed by Bullnheimer et.al. 

in 1997. In ASrank , each ant deposit an amount of 

pheromone that decrease with its rank. Additionally, as in 

EAS, the best-so-far ant always deposits the largest amount 

of pheromone in each iteration. The idea of ranking into 

pheromone update is as follows: 
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1. The m  ants are ranked according to decreasing 

quality of their solutions:  mSSS  ,....,, 21 , with 

1S   being the best solution built in the current 

generation. 

2. The daemon deposit pheromone on connections 

passed by 1  the best ants. The amount of 

pheromone deposited directly depends on the ants’ 

rank and on the quality of its solution. 

3. The connections crossed by global-best solution 

receive an additional amount of pheromone which 

depends on quality of that solution. It receives a 

weight of . 

This operation made is put into effect by means of the 

following pheromones update rule, which is applied to 

every edge once all the pheromone trails have been 

evaporated: 

rank

ij

gb

ijijij    

3.2.7. Best-Worst Ant System 

Best-Worst Ant System (BWAS) proposed by Cordon 

et. al. in 1999 is an ACO algorithm which incorporates 

evolutionary computation concepts [13, 15]. It constitutes 

another extension of Ant System, which uses its transition 

rule and pheromone evaporation mechanism. Besides, as 

done in MMAS, Best-Worst Ant System always considers 

the systematic exploitation of local optimizers to improve 

the ants’ solutions. In BWAS, the three following actions 

are found: 

1. The best-worst pheromone trail update rule, which 

reinforces the edge contained in the global best 

solution. The update rule penalizes every 

connection of the worst solution generated in the 

current iteration. Hence, BWAS update rule 

becomes: 

  ,bestglobalijij SCf    

bestglobalij Sa   

  bestglobalijworstcurrentijijij SaSa   &,1   

2. A pheromone trail mutation is performed to 

introduce diversity in the search process. To do so, 

the pheromone trail associated to one of the 

transitions starting from each node is mutated with 

probability by considering any real coded mutation 

operator. 

3. BWAS considers the re-initialization of the 

pheromone trails when it gets stuck, which is done 

by setting every pheromone trail to 0 . 

3.2.8. AntNet  

AntNet is an extension of single Ant Colony System 

algorithm. AntNet is closer to the real ants’ behavior that is 

inspired the development of the Ant Colony Optimization 

algorithm for NP-hard problems [7]. The main features of 

the algorithm are as follows: 

1. At regular intervals, artificial ants are moving 

towards destination nodes selected according to the 

traffic distribution. 

2. Artificial ants act concurrently and independently 

and communicate in an indirect way, through 

pheromone they read and write locally on the 

nodes. 

3. Each artificial ant searches for a minimum cost 

path joins its source and destination node. 

4. Each artificial ant moves step-by-step towards it 

destination node. At each intermediate node a 

greedy stochastic policy is applied to choose next 

node. 

5. While moving, the artificial ants collect 

information about to time length, the congestion 

status and the node identifier of the followed path. 

6. Once they have arrived at the destination, the 

artificial ants go back to their source node by 

moving alone the same path as before but in 

opposite direction. 

7. During this backward travel, node-local models of 

the network status and the pheromone stored on 

each visited node are modified by the artificial ants 

as a function of the path they followed. 

8. Once they have returned to their source node, the 

artificial ants are deleted from the system.  

4. APPLICATIONS 

Ant Colony Optimization algorithms have been applied 

to a large number of different combinatorial optimization 

problems. Current Ant Colony Optimization applications 

fall into two classes of application. The first class of 

problems comprises NP-hard combinatorial optimization 
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problem, for which classical techniques often show poor 

behavior. ACO applications to these problems are that ants 

are coupled with local search algorithms. The second class 

of application comprises dynamic shortest path problems, 

where the problem instance under solution changes at 

algorithm run time. These changes may affect the topology 

of the problem such as the availability of links very with 

time. This class comprises applications of ACO to routing in 

telecommunication. networks. 

The first combinatorial problem tackled by an ACO 

algorithm was Travelling Salesman Problem (TSP), because 

this problem is probably the best known instance of an NP-

hard, constrained shortest path problem [9]. The next two 

applications were the Quadratic Assignment Problem (QAP) 

[16] and Job-Shop Scheduling Problem [17]. The next 

applications are the first network routing applications. ACO 

applications include classical vehicle routing problems [18], 

sequential ordering [19], and graph coloring problems [20]. 

ACO metaheuristic is used to solve a large number of 

combinatorial optimization problems such as generalized 

assignment, multiple knapsack and constraint satisfaction 

problems. ACO recently was used for machine learning, 

fuzzy logic rules [21] and Bayesian networks [22]. 

Now, ACO has been applied to several problems such 

as Quadratic Assignment Problem, Sequential ordering, 

vehicle routing, scheduling and packet-switched network 

routing. ACO is applied to novel real world problems with 

good results. 

5. CONCLUSIONS 

Ant Colony Optimization is a well defined and good 

performing metaheuristic technique that is applied to solve 

the complex combinatorial problems. Ant Colony 

Optimization is a population-based metaheuristic which 

exploits an indirect form of memory of previous 

performance. In this paper, we have reviewed the ideas of 

this approach that lead from the biological inspiration to 

ACO metaheuristic. Most of the existing approaches have 

been described. The main difference between the various 

Ant System extensions consist of the techniques used to 

control the search process. 
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