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Abstract 

Network has lots of connections and the server has n number of requests to be handled. To reduce the work load of the 

server, we create subsequent sub servers and they are used to handle requests from clients. Each client can login and get 

their required information from the sub server. A report is generated for all the requests handled by the sub servers and 

the server maintains the log. A fully distributed load balancing algorithm is presented to scope with the load imbalance 

problem. DSBCA algorithm is compared against a centralized approach in a production system and a competing 

distributed solution presented in the literature. The Real time results indicate that our proposal is comparable with the 

existing centralized approach and considerably outperforms the prior distributed algorithm in terms of load imbalance 

factor, movement cost, and algorithmic overhead. The performance of our proposal implemented in the Ha-doop 

distributed file system is further investigated in a cluster environment. The main reason for the formation of such clusters 

is that clustered overlays enable their participants to find and exchange data relevant to their queries with less effort. 
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1 Introduction 

Many distributed real-time applications, such as audio and 

video-conferencing, require the network to construct a 

multicast path(tree) from a sender to multiple receivers. 

Furthermore, real-time applications have quality-of-

service(Qos) requirements(e.g.bandwidth). The objective of 

the routing protocol is to build a tree that is both feasible 

(i.e. satisfies the requested Qos) and least costly. The cost of 

a tree depends on the costs of its links. The cost of a link 

should reflect the effect of allocating resources to the new 

connection on existing and future connections. In this paper, 

we examine the effect of various link cost functions on the 

performance of two classes of multicast routing algorithms 

under both uniform and skewed real-time workload. We also 

investigate the impact of inaccurate network state 

information. It aims at improving the performance of the 

system and decrease the total execution time. The goal is to 

find a minimum-cost (sub) network that satisfies some 

specified property such as k-connectivity or connectivity on 

terminals (as in the classic Steiner tree problem).Such a 

formulation captures the (possibly incremental) creation cost 

of the network, but does not incorporate the actual  cost of 

using the network. 

2 System Model 

       Network Load Balancing forwards each client request to 

a specific host within a cluster according to the system 

administrator's load-balancing policy. Each server in the 

cluster is fully self-contained, which means it should be able 

to function without any other in the cluster with the 

exception of the database (which is not part of the NLB 

cluster). This means each server must be configured 

separately and run the Web server as well as any Web server 

applications that are running. If you're running a static site, 

all HTML files and images must be replicated across 

servers. If you’re using ASP or ASP.Net, those ASP pages 

and all associated support files must also be replicated. 

Source control programs like Visual SourceSafe can make 

this process relatively painless by allowing you to deploy 

updated files of a project (in Visual Studio.Net or FrontPage 

for example) to multiple locations simultaneously. To 

construct scalable Web servers, system builders are using 

distributed designs. An important challenge that arises in 

distributed Web servers is the need to direct incoming 

connections to individual hosts. Previous methods for 
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connection routing have employed a centralized node that 

acts as a switchboard, directing incoming requests to 

backend hosts. 

     A certain number of additional servers can be added to 

the load-balanced cluster to maximize scalability and stay 

ahead of increasing demand. In addition to load balancing 

the key is redundancy – if any machine in the cluster goes 

down, NLB will re-balance the incoming requests to the still 

running servers in the cluster. The servers in the cluster need 

to be able to communicate with each other to exchange 

information about their current processor and network load 

and even more basic checks to see if a server went down. 

 

When configuring Network Load Balancing, it is important 

to enter the dedicated IP address, primary IP address, and 

other optional virtual IP addresses into the TCP/IP 

Properties dialog box in order to enable the host's TCP/IP 

stack to respond to these IP addresses. To maximize 

throughput and high availability, Network Load Balancing 

uses a fully distributed software architecture. An identical 

copy of the Network Load Balancing driver runs in parallel 

on each cluster host. Network Load Balancing scales the 

performance of a server-based program, such as a Web 

server, by distributing its client requests among multiple 

servers within the cluster. Each Network Load Balancing 

host can specify the load percentage that it will handle, or 

the load can be equally distributed among all of the hosts. 

Using these load percentages, each Network Load Balancing 

server selects and handles a portion of the workload. Clients 

are statistically distributed among cluster hosts so that each 

server receives its percentage of incoming requests. This 

load balance dynamically changes when hosts enter or leave 

the cluster. In this version, the load balance does not change 

in response to varying server loads (such as CPU or memory 

usage). For applications, such as Web servers, which have 

numerous clients and relatively short-lived client requests, 

the ability of Network Load Balancing to distribute 

workload through statistical mapping efficiently balances 

loads and provides fast response to cluster changes. 

3 DSBCA ALGORITHM 

     To generate clusters with more balanced energy and 

avoid creating excessive clusters with many nodes, we have 

used DSBCA algorithm. The basic idea of this algorithm is 

based on connectivity on density and the distance from the 

base station to calculate k(clustering radius). The clustering 

radius is determined by density and distance: if two clusters 

have the same connectivity density, the cluster much farther 

from the base station has larger cluster radius; if two clusters 

have the same distance from the base station, the cluster 

with the higher density has smaller cluster radius. With 

farther distance from the base station and lower connectivity 

density, the cluster radius is larger; on the contrary, with 

closer distance from the base station and lower connectivity 

density, the cluster radius is smaller. In order to reduce 

clusters structure change, we also involve in weight 

computation of the nodes such parameters as residual 

energy, connection density and times of being elected as 

cluster head nodes. DSBCA follows a distributed approach 

to establish hierarchical structure in self-organizing mode 

without central control. The purpose of DSBCA is to 

generate clusters with more balanced energy and avoid 

creating excessive clusters with many nodes. The clusters 

near the base station also forward the data from further 

clusters (all clusters need to communicate with the base 

station, but long-distance wireless communication consumes 

more energy), and as we all know, too many members in a 

cluster may bring  excessive energy consumption in 

management and communication. Hence, based on the 

above concerns, DSBCA algorithm considers the 

connectivity density and the location of the node, tries to 

build a more balanced clustering structure. 

 

 

 Using this algorithm the total number of distributed system 

or node is selected and the size of each node is specified. 

Then the distributed nodes is balanced to form hierarchical 

structure (balancing) and all the sub-nodes also forms a 

hierarchical structure (rebalancing). The nodes are added to 

the cluster based on its size. After forming the cluster the 

authenticated users can access the files. DSBCA sets the 

threshold of cluster size. The number of cluster nodes cannot 

exceed the threshold to avoid forming large clusters, which 

will cause extra overhead and thus reduce network lifetime. 

When the cluster head node receives Join_message sent by 

the ordinary node, it will compare the size of cluster with 

threshold to accept new member and update the count of 

cluster nodes if the size is smaller than threshold, or reject 

the request. If the rejected node has cluster head already, the 

clustering process terminates. Otherwise, it finds another 

appropriate cluster to join. DSBCA algorithm avoids the 

fixed cluster head scheme (cluster head manages cluster and 

forwards data, so it consumes energy faster than other 

nodes), with periodic replacement to balance the node 

energy consumption. The cluster head gathers the weight of 

all member nodes, and then selects the node with highest 

weight as the next head node. DSBCA can form more 

reasonable cluster structure to avoid frequent exchange of 

the nodes weight information and temporary cluster head 

broadcasting after the first clustering. As a result, the energy 

consumption decreases effectively. The clusters formed by 

DSBCA based on the distance from base station, distribution 

of nodes and residual energy accord with actual network. 

Hence, it achieves a better performance when the number of 

nodes changes. 

 

 

 

Figure 1 
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Figure 1 shows the cluster formation and various users 

accessing the cluster (sub server) to get their required data. 

Depending upon the technology used to provide this 

functionality, a certain number of additional servers can be 

added to the load-balanced cluster to maximize scalability 

and stay ahead of increasing demand. The performance of 

the nodes in load balancing environment depends upon the 

selection of balancing instants and the load exchange 

allowed between nodes. If the network delays are large it 

would be more advisable to reduce the amount of load 

exchange so as to avoid the time wasted. So the amount of 

load transfer has to be chosen carefully and scheduling has 

to be done regularly in order to maintain load balancing in 

the system. When an external load arrives at a node, only the 

receiver node executes, which aims to minimize the average 

completion time. 

 

Figure 2 

The figure 2 depicts the use of DSBCA algorithm. This 

eliminates the dependence on central nodes. The storage 

nodes are structured as a network based on distributed hash 

tables and they enable nodes to self-organize and repair 

while constantly offering lookup functionality in node 

dynamism, simplifying the system provision and 

management. Our algorithm is compared against a 

centralized approach in a production system and a 

competing distributed solution presented in the literature. 
The simulation results indicate that although each node 

performs our load balancing algorithm independently 

without acquiring global knowledge. 

4 Conclusion 

In this paper, our proposal strives to balance the loads of 

nodes and reduce the demanded movement cost as much as 

possible, while taking advantage of physical network 

locality and node heterogeneity. In the absence of 

representative real workloads (i.e., the distributions of file 

chunks in a large scale storage system) in the public domain, 

we have investigated the performance of our proposal and 

compared it against competing algorithms through 

synthesized probabilistic distributions of file chunks and a 

fully distributed load balancing algorithm is presented to 

cope with the load imbalance problem. The simulation result 

shows that the algorithm is feasible and has better 

performance. In addition, the scenario we propose is 

scalable and works for different network sizes.
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