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Abstract: The task of web mining is to classify documents automatically many algorithms have been developed to deal with automatic text 
classification The most common techniques used for this purpose include Apriori algorithm. In this survey, the various models using Apriori 
algorithm are explained to classify the text of documents, saving time and increasing accuracy of the web searching. It increases the data 
accessibility on the web giving the results faster. All the methods explained in this survey are executed to get the result accuracy for retrieving 
the web pages faster and getting the documents classified easily based on the probability calculated. The easiest algorithm used for 
classification of documents is Apriori algorithm used. The result of the survey of various methods used for classification shows that the 
search results are classified according to the classes they belong to. It is done on the basis of content matching of documents. 
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1. Introduction  
Web mining is based on the application of techniques of data 
mining as classification, clustering and association to search 
patterns from web. Web mining can be classified into web 
structure mining, web content mining and web usage mining. 
A web search engine is an application designed to seek out 
helpful information on World Wide Web.  
The various techniques of Apriori Algorithm are used to 
classify the documents by using various data mining methods. 
The very first method used is preprocessing of the text in 
which the document is pre-processed and the stop words are 
removed for ex. a, an, the, like etc. Then the stemming is 
performed for removing the forms of the verbs like ing, ed 
forms. The next step is to classify the documents according to 
the classes, may be they are predefined classes or not. The 
documents are classified according to their contents. The 
classification is done by using various methods of data mining. 
In this survey, the very popular and easy to implement method 
is used called as Apriori algorithm. 
 
2. Related Work  
The various methods of classification of documents are used to 
classify the documents on the basis of their contents. If the 
contents of documents are matched, then the document is 
classified into the class it belongs to. The main and common 
method used for the classification of documents is Apriori 
algorithm. It is used to calculate the frequent itemset and then 

 
the different methods are applied on that result, such as to 
calculate probability of the frequent itemset obtained from the 
Apriori algorithm [3], the Naive Bayes classifier is used. It 
calculates the posterior probability of the itemset and then 
classifies it according to the class it belongs to. The frequent 
itemsets are generated using the Apriori algorithm based on the 
minimum support value.The frequent item is that one which is 
frequently accessed by the user. For ex.in retail sector the 
frequently purchasing habit of customer is considered and only 
the items which are having more demands are considered as the 
frequent items. Suppose the customer buys bread then he will 
also buy butter and milk too. So the frequent items are bread, 
butter and milk in this case. Now from these frequent items 
then the association rules[1] are generated. If the support value 
is greater than the minimum support value defined, then only 
the item is said to be frequent item else not.If the confidence 
value of the rules, generated from the frequent items is greater 
than the minimum confidence value then it is considered as 
mining of association rules.If the value of minimum confidence 
is increased then it also filters the rules and gives results more 
accurately. 
 
3.Improved Apriori Algorithm  
In this paper, the use of Apriori algorithm [1]is used to find out 
the useful hidden pattern of frequent items for the customer 
benefit in the retail sector. If the customer buys bread and 
butter then he will also buy the milk too. So in this case the 
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milk is considered as the hidden pattern of frequently used 
items by customer. Let the two items be A and B which 
customer usually buys. Support value for this will be given as 
Support = Tuples containing both A and B / Total no of tuples 
Confidence = Tuples containing both A and B/Tuples 
containing only A 
 
The order of customer may vary it may be like, if he first buys 
butter and then bread or first milk and then bread and butter. 
But in association rule,[6]the order matters. In this use of 
Apriori algorithm is only to find the hidden pattern of frequent 
itemsets purchased by the customer for improving the business 
application. In traditional Apriori, most of the time is wasted 
for scanning the whole database searching on the frequent 
itemsets.In this the whole transactions are scanned for getting 
the frequent itemsets which increases the time required for 
scanning the database and also increases the complexity of the 
algorithm. The algorithm makes many searches in database to 
find frequent itemsets where k itemsets. In the first,the 
algorithm scan database to find frequency of 1-itemsets that 
contains only one item bycounting each item in database. The 
frequency of 1-itemsets is used to find the itemsets in 2-
itemsets which in turn is used to find 3-itemsets and so on until 
there are not any more k-itemsets are used to generate k+1-
itemsets. The main limitation is costly wasting of time to hold a 
vast number of candidate sets with much frequent itemsets, low 
minimum support or large itemsets.So it is costly and wasting 
of time of candidate generation. It will check for many sets 
from candidate itemsets, also it will scan database many times 
repeatedly for finding candidate itemsets.For overcoming from 
this drawback of Apriori algorithm the use of improved Apriori 
algorithm [2] is preferred. 

 
 

Scan all transactions to generate 
table containing TID, Items, support 
value 

 
 
 

Construct candidate set(Ck)by self-
join 

 
 
 

Use L1 to identify the target 
transactions for Ck 

 
 
 

Scan the target transactions to 
generate Ck 

 
Figure 1: Steps for Ck generation 

 
Firstly scan all transactions to generate L1 table which contains 
the items, their support count and Transaction ID where the items 
are found and then use L1 later as a helper to generate L2, 

L3 ... Lk. While to generate C2, we make a self-join L1 * L1 to 
construct 2-itemset C (x, y), where x and y are the items of C2. 
Before scanning all transaction records to count the support count 
of each candidate, use L1 to get the transaction IDs of the 
minimum support count between x and y, and thus scan for C2 
only in these specific transactions.The same thing for C3, 
construct 3-itemset C (x, y, z), where x, y and z are the items of C3 
and useL1 to get the transaction IDs of the minimum support 
count between x, y and z, then scan for C3only in these specific 
transactions and repeat these steps until no new frequent itemsets 
are Identified. It will save the time required to scan the whole 
database only some specific part of database will be scanned. 
Suppose we are having the transactions from T1 to T9 having 
items from I1 to I5 in it. 
 
Table 1: TID and Items  

T id Item 
T1 I1, I2, I5 
T2 I2, I4 
T3 I2, I4 
T4 I1, I2, I4 
T5 I1, I3 
T6 I2, I3 
T7 I1, I3 
T8 I1, I2, I3, I5 
T9 I1, I2, I3 

The support value for each item is then given by: 
 
Table 2: Items with support value  

Item Support value 
I1 6 
I2 7 
I3 5 
I4 3 
I5 2 

 
Let the minimum support value be 3.so item I5 will be deleted. 
First the frequent items are calculated and the frequent 1 
itemset is generated then frequent 2 itemset is generated and 
atlast frequent 3 itemset is generated.In traditional Apriori 
algorithm,the all transactions T1 to T9 are scanned to find the 
frequent 2 itemset consisting of I1 and I2.But in improved 
Apriori ,split the item (I1, I2) into I1 and I2 and get the 
minimum support between them using L1 table which consist 
of items, support value ,transaction ids of items. Here I1 has 
the smallest minimum support. After that search for itemset 
(I1, I2) only in the transactions T1, T4, T5, T7, T8 and T9 
because item I1 is found in these transactions only. Thus it 
reduces the search area of database reducing the time and 
complexity too.The main difference in traditional and 
improved Apriori algorithm is found in this work. The 
difference in transactions to be scanned for traditional and 
improved are: 1-itemset 45 and 45 2-itemset 54 and25 3-
itemset 36 and14 Total 135 and 84 respectively. In this paper, 
an improved Apriori is proposed through reducing the time 
consumed in transactions scanning for candidate itemsets by 
decreasing the number of transactions to be scanned. Whenever 
the k of k-itemset increases, the gap between improved Apriori 
and the original Apriori increases from view of time consumed 
and whenever the value of minimum support increases, the gap 
between improved Apriori and the original Apriori decreases 
from view of time consumed. 
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4.Apriori Algorithm With Naïve Bayes Classifier  
The most common method used for classification of web 
documents is Apriori Algorithm. For classifying the documents 
into different classes Naive Bayes Classifier is  
used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Flowchart of  work 
 
Apriori Algorithm[3] finds interesting association among a 
large set of data items by finding the frequent itemsets using 
association rule mining. After calculating the frequent itemsets 
the preprocessing of the document is done to remove the 
stopwords. Then the documents are classified based on their 
contents into the predefined classes. The predefined classes are 
defined first to classify the documents according to their 
contents. Then, use Naive Bayes Classifier to calculate 
probability of keywords among a large data itemsets to classify 
document based on highest probability. First the preprocessing 
of the document is done in which all the unwanted words are 
removed such as like,a, the or etc. These words are called as 
stopwords. After removing the stopwords, the frequent items 
are calculated using the Apriori algorithm. The frequent items 
are that words which are occurred frequently in the document. 
The number of occurrences of the word is counted called as the 
support value of the item. The minimum support value is 
predefined and if the support value of the item is greater than 
the predefined minimum support value then it is taken as the 
frequent item otherwise not. . In this the main two steps are 
used to calculate the frequent items. The first is the join step 
and other is prune step. If the occurrence of the word is found 

to be greater than minimum support value then it is considered 
as the frequent itemset belonging to the frequent wordset else 
prune step is applied which removes the word.Once the 
frequent itemset is generated then from that rules are formed 
by using the confidence value called as association rule 
mining.  
When the frequent itemsets are calculated using the algorithm 
then the final categorization of document is done based on the 
probability value calculated by using naive bayes classifier. 
Then the document is classified into the predefined class to 
which its contents are matched. In this the prior probability is 
calculated it means the number of words found in the document 
to the total number of words in the document. After that the 
word count is calculated which is the number of occurrence of 
the word in the document in the particular class which are 
predefined first. In these respective classes the documents are 
classified based on the probability calculated. After that the 
word likelihood is calculated for the respective classes. It is 
calculated as word count divided by the prior probability 
calculated for that class. The very last step is then calculation 
of posterior probability. For this the document is divided into 
matrix format containing 0 and 1 values. If the frequent 
keyword is found then 1 is put into the feature vector else 0 is 
placed. The various document models are used for calculation 
of probability. Bernoulli document model is used in this paper. 
The posterior probability is calculated by using this model. In 
this the formula makes use of prior probability, word likelihood 
calculated previously. It is calculated for all the predefined 
classes and the it is then checked, whether which probability 
value is greater than the other one.If the probability value 
comes greater for the first class than as compared to the other 
one then that document is classified into the first class because 
its probability calculated is greater than all the remaining 
classes.In such a method all documents are classified into the 
respective classes based on their content matching. 
 
5. Conclusion  
In this survey paper, the different efficient techniques for web 
page classification are introduced. Techniques require more or 
less data for training as well as less computational time of these 
techniques.It fastens the access of web document searching 
over the web to save the time and complexity of web pages. 
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