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ABSTRACT: In this paper we aim to propose an efficient method to implementing a distributed segment tree. For this purpose we use 

MapReduce which is a powerful tool in parallel data processing to divide the task among P separate processors. We will exploit parallel 

processing in order to decrease the time complexity of segment tree implementation and range queries. 
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1 INTRODUCTION 

Segment tree is one of the most important data structures for 

facilitating rapid searching in a set of items, which is widely 

used in computational geometry, for instance in Klee’s measure 

problem [1]. Segment tree is a full binary tree used to maintain 

intervals of a given set. Actually, each node of the tree 

maintains an interval of the given set. Using this innovative 

data structure,  it is possible to query which nodes in the tree 

contain a desired range of set in logarithmic time. Every node 

of segment tree can be updated in logarithmic time, too. In this 

paper, we aim to implement a distributed segment tree using 

MapReduce model. We will take advantage of parallel 

processing in MapReduce in order to decrease the time 

complexity of segment tree implementation and range queries. 

2 SEGMENT TREE 

In this section, we aim to introduce the features of 

(undistributed) segment tree and review time complexity of 

segment tree implementation and range queries in the given set. 

Segment tree is a rooted full binary tree segment tree with the 

following properties [2]: 

1. The segment tree representing the range of length 

L (henceforth the range is called segment tree range) has a 

height 1log  LH . 

2. Each node on a segment tree represents a node interval 

],,[ ,, klkl ts ( ]log,0[ Ll  and ]12,0[  lk ). Its length is 

1,,,  klklkl stl . Clearly, the root node interval equals to 

the segment tree range and leaf node interval is one. 

3. Each non-leaf node has two children. The left child and the 

right child represent the intervals ]
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respectively. The union of the two 

children covers the same interval as the parent does. 

4. For neighboring nodes on the same layer, we have 

11,,  klkl ts  for any ]12,1[  lk . This property ensures 

the continuity of the segment tree. 
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5. All the nodes from the same layer span the whole segment 

tree range. That is, 
12

0

,, ],[






lk

k

klkl Lts for ]log,0[ Ll . 

This property ensures the integrity of the segment tree. 

An exemplar segment tree representing the range [0, 7] (i.e., L 

= 8) is depicted in Figure 1. We can easily verify all above 

properties.  

Theorem 1. Any segment with a range )(, LRR  , can be 

represented by a union of some node intervals on the segment 

tree. There exist multiple possible unions for any range with 

1R . Since the segment tree is a full binary tree, it is trivial 

to prove the first half of the theorem. For instance, the segment 

[2, 6] can be represented by the union of intervals [2, 3], [4, 5] 

and [6, 6], as shown in Figure 1. The second half of the 

theorem is also evident from the third property of segment tree. 

Although there are multiple possibilities to represent a larger 

range with unions of smaller subranges, the following theorem 

ensures the existence of the optimal representation. 

Theorem 2. Any segment with a range )(, LRR  , can be 

expanded by a union of no more than Llog2  node intervals. 

Proof: Due to the space limitation, we only give a short 

intuitive proof. For a given segment S , suppose the longest 

part on S represented by a single node is P , then the left part 

to P should always be represented by the right children on 

segment tree, and the right part should be represented by the 

left children. There are at most Llog consecutive left children 

on the tree and at most Llog consecutive right children. So 

segment can be represented at most Llog2 nodes on the tree. 

Therefore building a segment tree data structure can be done in 

)log( LL  and range queries in )(log L . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Illustration of a segment tree with a range [0,7] 

and the optimal representation of range [2,6]. 

3 MAPREDUCE 

Nowadays, parallel data processing has become one of the most 

practical methods in the field of data processing. MapReduce 

which has been popularized by Google [3] is a modern 

approach for processing data which has a high fault tolerance.  

In this approach, low-end machines can be used for data 

processing. MapReduce has valuable features such as 

scalability, simplicity and high fault tolerance, which make it a 

special and useful tool in both academic and industrial projects 

[4-7]. Programs which are written in MapReduce model are 

executed parallelly and automatically. The input data will be 

distributed among a number of machines on a cluster and then 

will be processed [8]. 

The MapReduce model consists of two primitive functions: 

Map and Reduce. The input for MapReduce is a list of (key1, 

value1) pairs and Map() is applied to each pair to compute 

intermediate key-value pairs, (key2,value2). The intermediate 

key-value pairs are then grouped together on the key equality 

basis, i.e. (key2,list(value2)). For each key2, Reduce()works on 

the list of all values, then produces zero or more aggregated 

results. Users can define the Map() and Reduce() functions 

however they want the MapReduce framework works [9]. 

 

Figure 2. MapReduce data flow[10]. 
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The data flow with three map and two reduce tasks is illustrated 

in Figure 2. The dotted boxes indicate nodes, the light arrows 

show data transfers on a node and the heavy arrows show data 

transfers between nodes . The goal of this paper is to 

implement a distributed segment tree with the help of 

MapReduce. 

4 DISTRIBUTED SEGMENT TREE 

A distributed solution is proposed to build segment tree using 

MapReduce to exploit parallel processing. We will represent 

the time complexity of the segment tree implementation and 

range queries are reduced  using our proposed solution since 

the segment tree is distributed among P processors.  

4.1 Distribtued segment tree implementation 

Let us assume that set X contains n elements. X is partitioned 

among P processors where each processor contains at most 










P

n
 consecutive elements of X . The set of elements 

maintained by processor i, is denoted by Xi. More formally, 

)0(,, Pi
P

n
XXXX iii 








  . In the Map 

phase, each processor implements the segment tree of its own 

elements. Since the number of elements in each processor is at 

most 








P

n
, implementing the segment tree in each processor 

can be done with )log(
P

n

P

n
 time complexity. In the other 

hand, in the Map phase, processors act parallelly, therefore 

implementing segment tree by all processors will be done in 

)log(
P

n

P

n
 , too.  

4.2 Range queries on the distributed segment tree 

Since in each processor a segment tree maintains 








P

n
 

elements, finding a desired interval in the tree can be done 

in )(log
P

n
 . Besides, it is possible that two or more 

processors contain the desired interval, which increases the 

overall time complexity for finding the interval to 

)(log P
P

n
 .  

 

 

Figure 3. Range query on the distributed segment tree. 

In Figure 3, which illustrates searching requested intervals in 

the distributed segment tree, a set containing 7 elements is 

given, and the interval [0,4] is requested. As processor 1 

maintains interval [0,3] and processor 2 maintains interval 

[4,6], the obtained results from processors 1 and 2 are [0,3] and 

[4,4], respectively,  which should be returned in the Map phase. 

In the Reduce phase, the obtained results from the Map phase 

are gathered and processed in one processor and then the final 

result is written into an output file. 

5 EXPERIMENTS 

We implemented distributed segment tree on a cluster of PCs 

(Intel Core i5 processor, 2GB RAM) on Hadoop-1.2.1[11] . 

The time complexity to implement distributed segment tree is 

illustrated in Figure 4. As shown, two, three and four 

processors as data nodes in the Hadoop cluster are used for 

processing the input data.  

 

Figure 4. Comparision of running time of 2, 3 and 4 

processors in hadoop cluster to implement distributed 

segment trees. 

The obtained results indicate that an increase in the number of 

processors in the cluster will lead to a decrease in running time. 

Besides, more processors means less number of elements to be 
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maintained by each processor and hence a lower running time. 

The measured running times in Figure 4 are obtained by taking 

the mean of 50 running times of random input data.  

 

Figure 5. Comparision of running time of 2, 3 and 4 

processors in the hadoop cluster to range query on the 

distributed segment trees. 

The running time for range queries on a distributed segment 

tree is shown in Figure 5. The relation between the number of 

processors and range queries running time is the same as that 

for building segment trees explained earlier. The measured 

running times in Figure 5 are again obtained by taking the 

mean of 50 running times of random input data. 

6 CONCLUSION 

In this paper we provided a distributed method to implement 

segment tree using MapReduce. The described method splits 

the given set among processors in the Map phase and each 

processor implements the segment tree of its own elements. 

Since the number of elements in each processor is at 

most 








P

n
, implementing the segment tree in each of them can 

be done with )log(
P

n

P

n
 time complexity. In the other hand, 

in the Map phase, processors act parallelly, therefore 

implementing segment tree by all processors is done in 

)log(
P

n

P

n
 . Additionally, we presented finding a desired 

interval in the distributed segment tree can be done 

in )(log
P

n
 , too. Also, the obtained results in Figure 4 and 

Figure 5 have indicated that an increase in the number of 

processors in the cluster will lead to a decrease in running time. 
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