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Abstract

Today, Data mining is an increasingly important technology. It is a process of extracting useful knowledge from large collections of data.
There are some negative view about data mining, among which potential privacy and potential discrimination. Discrimination means is the
unequal or unfairly treating people on the basis of their specific belonging group. If the data sets are divided on the basis of sensitive
attributes like gender, race, religion, etc., discriminatory decisions may ensue. For this reason, antidiscrimination laws for discrimination
prevention have been introduced for data mining. Discrimination can be either direct or indirect. Direct discrimination occurs when
decisions are made based on some sensitive attributes. It consists of rules or procedures that explicitly mention minority or disadvantaged
groups based on sensitive discriminatory attributes related to group membership. Indirect discrimination occurs when decisions are made
based on nonsensitive attributes which are strongly related with biased sensitive ones. It consists of rules or procedures that, which is not

explicitly mentioning discriminatory attributes, intentionally or unintentionally, could generate decisions about discrimination.

1. Introduction

Discrimination is a process of unfairly treating people
on the basis of their belonging to some a specific group. For
instance, individuals may be discriminated because of their
race, gender, etc. [5] or it is the treatment to an individual
based on their membership in particular category or group.
There are various laws which are used to prevent
discrimination on basic of various attributes such as race,
religion, nationality, disability and age.

There are two types of discrimination i.e. Direct
Discrimination and Indirect Discrimination. Direct
Discrimination is direct discrimination which consists of
procedure or some decided rule that mention minority or
disadvantaged group based on sensitive attributes to they are
related to membership of group. Indirect Discrimination is
discrimination which consists of rules and procedures that
are not mentioning attributes which causes discrimination
and hence it generates discriminatory decision intentionally
or unintentionally.

2. What is Discrimination?

Discrimination should be defined as one person, or a
group of persons, being treated less favourably than another
on the grounds of racial or ethnic origin, religion or belief,
disability, age or sexual orientation (direct discrimination),
or where an apparently neutral provision is liable to
disadvantage a group of persons on the same grounds of
discrimination, unless objectively justified (indirect
discrimination).

In other words, discrimination means treating people
differently, negatively or adversely without a good reason.
As used in human rights laws, discrimination means making
a distinction between certain individuals or groups based on
a prohibited ground. The idea behind it is that people should
not be placed at a disadvantage simply because of their
racial and ethnic origin, religion or belief, disability, age or
sexual orientation. That is called discrimination and is
against the law.

3. Related Work:

Despite the wide deployment and developed of
information systems based on data mining technology in
decision making, the issue of antidiscrimination in data
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mining did not receive much attention up to 2008. Some
proposals deals with discovery of discrimination and some
deals with the prevention of discrimination are discovered.
The discovery of discriminatory decisions was first
proposed by Pedreschi et al. The approach is based on
mining classification rules (the inductive part) a reasoning
on them (the deductive part) on the basis of quantitative
measures of discrimination that formalize legal definitions
of discrimination. For instance, the US Equal Pay Act states
that: “a selection rate for any race, sex, or ethnic group
which is less than four fifth of the rate for the group with the
highest rate will generally be regarded as evidence of
adverse impact.” This approach has been extended to
encompass statistical significance of the extracted patterns
of discrimination in and to reason about affirmative action
and favoritism. Moreover it has been implemented as an
Oracle-based tool in. Current discrimination discovery
methods consider each rule individually for measuring
discrimination without considering other rules or the relation
between them. Discrimination prevention is used for
preventing discrimination without affecting the data quality.
Discrimination prevention can be done by using three
approaches,

A) Pre-processing:- In this approach we used
hierarchical based generalization, and transform the
data in such a way that biased data are removed so that no
unfair decision rule can be mined from the
transformed data.

B) In-Processing: - In this approach the actual data
mining algorithms is changes in such a way that the
resulting models do not contain unfair decision rules. For
example, an alternative approach to cleaning the
discrimination from the original data set is proposed in
whereby the nondiscriminatory constraint is embedded into
a decision tree learner by changing its splitting criterion and
pruning strategy through a novel leaf relabeling approach.

C) Post-processing:- In this approach the resulting data
mining models is modify, instead of cleaning the original
data set or changing the data mining algorithms. For
example, in, a confidence-altering approach is proposed for
classification rules inferred by CPAR algorithm.

4. Contribution and plan of this paper:

Discrimination  prevention  methods based on
preprocessing published so far present some limitations,
which  we next highlight. They attempt to detect
discrimination in the original data only for one
discriminatory item and based on a single measure. This
approach cannot guarantee that the transformed data set is
really discrimination free, because it is known that
discriminatory behaviors can often be hidden behind several
discriminatory items, and even behind combination of them.
They only consider direct discrimination. They do not
include any measure to evaluate how much discrimination
has been removed and how much information loss has been
incurred. In this paper, we propose preprocessing methods
which overcome the above limitations.

In this paper we are going to use Natural Language
Processing Approach for direct and indirect discrimination
prevention. It consists of POS tagging and chunking
methods. POS tagging is useful for identifying verbs, nouns,
adjectives in a given line. On the basis of that we can
identify the action words which may cause direct or indirect
discrimination.

\James E Borg BBBBESS55 1171011927 *450 Stone Houston TX" M 55000 1

Frankin T Wong 13445555 12/8/1945 "638 Voss Houslon TX" M 40000 888665555 5
WJenniler S Wallaoe 087654321 62011031 201 Benry Bellave TX" F 43000 838665555 4
Wohn B Smith 123456780 19/1955 731 Fondren Houston TX" M 30000 333445555 5
\Aicia J Zelaya 000887777 7110/1958 "3321 Castle Sprng TX" F 25000 0876543214
Ramash K Narayan 666854444 8151052 971 Fira Oak Humblle TX" M 33000 333445555 5

Figurel

In the figure 1, we have to select the one file in the form
of text file, pdf file & csv form data. After the selection of
file then the operation such as split, tokenize, Pos tag, chunk
operation is performed.

= Welcome =t

{mEmmssnnonmusosm Houston TX" M 35000 1
Frankin T Wong 333445555 12/8/1945"638 Voss Houston TX" M 40000 888665555 5
Liennifer S Walace 987654321 6:201931 "291 Beny Belare TX" F 43000 8886655554

B Smith 123456789 1/9/1955 731 Fondren Houston TX" M 30000 333445555 5
Aicia | Zelaya 909887771 711911958 "3321 Castle Spring TX" F 25000 8676543214
‘Ramesh K Narayan 666834444 8151852 "071 Fire Oak Humble TX" M 38000 333445555 5

Figure 2

In the figure 2, splitting operation is performed in this
splitting operation each and every sentence from the file is
separated.

< Weicome
Uames E Borg 888665555 11/10/1927 *450 Stone Houston X" M 55000 1

Frankin T Wong 333445555 12/8/1945 638 Voss Houston TX” M 40000 832665555 5
Wennifer S Wallace 967654321 6/2011931 "291 Benry Bellare TX" F 43000 888665555 4
Wohn B Smith 123456789 1/9/1955 731 Fandren Houston TX” M 30000 333445555 5

\Alcia J Zelaya 999887777 7/19/1958 "3321 Castle Spring TX" F 25000 967654321 4
Ramesh K Narayan 666884444 8/15/1952 971 Fire Oak Humble TX" M 38000 333445555 5

= x
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Figure 3

In the figure 3, the tokenize operation is performed. In

this form each and every word from the file is separated.

imes E Borg 888665555 1111011927 "450 Stone Houston TX" M 55000 1
Frankin TWong 333445535 121611945 "636 Voss Houston TX" M 40000 88665555 5
fer S Walace 867654321 6/2011931 "291 Benry Bellaire TX"F 43000 888665555 4
B Smith 123456789 11911955 "731 Fondren Houston TX" M 30000 3334455555
xa . Zelaya 999887777 71911956 "3321 Castle Spring TX' F 25000 8876543214
Ramesh K Narayan 666654444 611511852 "871 Fire Oak Humble TX" M 36000 333445555 5

R

[ismes/HNP E/NNP Borg/NNP BEBB553554
[T/NNP Wiong/ NP TI44S5E5CC 12741
S/NNE Wakace/ NP SETS54371/VED 672}
B/NNP Smith/ NP 123456783/VED 1/9/1
A/HNP Zeiaya/NNF S38B7777/0C 7/1871

Hoycz/NNF ANNP Engish/NNF £5345345¢
MNNP "W/NNP Jabioas/NNP 27567
INP /NP James/ NP 11111110
DNNP Freec/NNP &4404400CT 1D
C BASTSAD
Wonea/NNP 111111101/CD 1171471867
T111H2C 112/1366/C0 ° BA)
IT1111103C0 213196800 /" 180D

Figure 4

In the figure 4, the operation called POS tag is
performed. In this Pos tag method separate the each noun,
pronoun, adjective, adverb phrases.

(ames E Borg 888665555 117101927 450 Stone Housion TX" M 55000 1

Frankiin TWong 333445555 12/8/1945 7638 Voss Housion TXC M 40000 838665555 5
Jenniles S Wallace 887654321 62011831 "201 Benry Belare TX" F 43000 888565555 4
Hohn B Smilh 123436789 1971955 731 Fondren Houslon TXC M 30000 3334455555
\Aiicia J Zetaya 995887777 TN9N$58 "3321 Caslie Sping TX" F 25000 9876543214
Ramesh K Narayan 666884444 81511952 "571 Fre Oak Humble TXC M 38000 1334455555

Figure 5
In the figure 5, the chunking operation is performed. In
this action words are removed and the remaining words are
compare with dataset .During comparison the common
words are removed.

L] Welcome SN
James E Borg 888665555 117101927 "450 Stone: Houston
Frankiin TWong 333445555 121871945 "638 Voss Housfon
Hennifer S Walace 987654321 62011931 "291 Bey Belare

\John B Smith 123456760 191955 731 Fondien Housion
i J Zeaya 908887777 TI911958 3321 Caste Sping
Ramesh K Narayan 666854444 8151952971 Fire Oak Hm| =372
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Figure 6
In the figure 6, the actual result got in the form of
discriminatory words found, indiscriminatory words found,
% of discriminatory words,% of indiscriminatory words
,time required for all this processes and final document.

= Welcome =
<James E Borg 888665555 1171041927 "450 Sione Houston TX" M 55000 1

Frankin T Wong 333443555 12/8/1945 "638 Voss Houston TX M 40000 888665555 5

HJennifer S Walace 887654321 62041931 "291 Beny Belare TX" F 43000 883665555 4

~ohn B Smih 123456789 1971955 731 Fondren Houston TX™ M 30000 3334455555

\Aica J 7elaya 999887777 711971958 3321 Caslie Sprng TX F 25000 987654321 4

‘Ramesh K Narayan 666834444 871511952 "971 Fre Ok Humble TX™ M 33000 333445555 5

Figure 7
In the figure 7, Admin can add words from his point view
causes discrimination and this words stores in the dataset.

5. Conclusion

As along with privacy, discrimination is very important
issue considering legal and ethical aspects of data mining.
As person would like to be get discriminated on the basis of
their gender, age, locality, religion and so on, especially
when those attributes have a big impact on decision making
about them like loan, job, and Insurance etc.

The purpose of this paper is to identify direct, indirect or
both type of discrimination and prevent them without losing
the data quality. For this purpose we are going to use NLP
and its tasks.
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