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Abstract 

A dataset comprising liver B-mode ultrasound image sequences is processed to construct a system to 

automatically detect non-alcoholic fatty liver disease (NAFLD) - also called metabolic dysfunction-

associated steatotic liver disease (MASLD) - via machine learning-based binary classification. Owing to the 

paucity of samples in the dataset, alternatives to the widely used convolutional neural network (CNN) and 

similar deep learning approaches are adopted since harnessing CNN and comparative systems is likely to 

result in overfitting of the data. Simpler alternative machine learning approaches such as random forest 

classifier, logistic regression and decision tree classifier are employed, compared and contrasted. For the 

minimal datasets utilized, these simpler approaches resulted in reasonable performance metrics. Further 

refinement of the techniques could permit improvements in robustness and performance that could warrant 

incorporation of the resulting machine learning models into modules for the automated detection of liver 

disease based on ultrasound image sequences in a comprehensive artificial intelligence-driven healthcare 

system. 
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1.  Introduction 

Non-alcoholic fatty liver disease (NAFLD), also 

called metabolic dysfunction-associated steatotic 

liver disease (MASLD), is the most common form 

of liver disease [1] in the world. Although it 

typically does not cause serious illness in many 

people affected by the condition, it can lead to 

more severe liver disease, namely, non-alcoholic 

steatohepatitis (NASH) in some cases.  

NAFLD can be detected via the analysis of liver 

B-mode ultrasound image sequences. As with 

many other health conditions, early detection 

could lead to improved health outcomes. Related 

work has been reported on the automated 

detection, prediction and diagnosis of a wide 

range of diseases such as diabetes, chronic kidney 

disease, and so on, based on a wide range of 

systems, algorithms and techniques [2] – [20] with 

varying degrees of success and featuring a mix of 

merits and demerits. More recently, Ekpar [21] – 

[24] introduced a comprehensive artificial 

intelligence-driven healthcare system with a 

modular design to accommodate a wide range of 

health conditions for the automated detection, 

prediction, diagnosis and management of the 

incorporated health conditions and to provide 

timely and actionable insights for clinical decision 

support. One of the unique features of the system 

created by Ekpar [21] – [24] is support for novel 

three-dimensional multilayer 

electroencephalography (Ekpar EEG) systems that 

permit non-invasive simultaneous capture of 

distinct signal streams from multiple layers within 

the brain, enabling greater insights into brain-

related health conditions, rehabilitation and 

practical human machine interfaces (HMIs) such 

as high-performance brain computer interfaces 

(BCIs) and brain-to-brain communication [25] – 

http://www.ijecs.in/


Frank Edughom Ekpar., IJECS Volume 14 Issue 03, March, 2025 Page 26965 

[27]. By obviating the need for surgical 

implantation of electrodes in the brain while 

permitting the high performance currently only 

possible through expensive, risky and 

inconvenient implants, Ekpar EEG [25] – [27] 

represents a game-changer in EEG and the 

myriads of related applications ranging from 

medicine to computing. 

In this paper, machine learning (ML) algorithms 

are employed to construct models for the 

automated detection of non-alcoholic fatty liver 

disease (NAFLD) via the processing of liver B-

mode ultrasound images. The approaches adopted 

are informed by the small number of samples in 

the dataset and serve as alternatives to 

convolutional neural networks and other deep 

learning approaches that could lead to overfitting. 

2. Materials and Methods 

Participant Recruitment 

People volunteered to take part in the research that 

helped develop the AI-driven healthcare system. 

All participants gave informed consent before 

engaging in the studies. 

Ethical Approval 

The Health Research Ethics Committee at Rivers 

State University Teaching Hospital, affiliated with 

Rivers State University, approved the ethical 

aspects of the research. The study followed all 

relevant ethical guidelines and regulations. 

Publicly accessible data were used in accordance 

with the licensing terms established by the 

original creators. 

3. Methodology 

Publicly accessible healthcare datasets can be 

enriched by integrating data from local 

experiments and data collection projects. This 

combined dataset can then be used to train AI 

models capable of making actionable predictions 

based on new data inputs. Examples of public 

healthcare dataset sources include the Centers for 

Disease Control, the University of California 

Irvine Machine Learning Repository, the 

American Epilepsy Society, and Kaggle. 

By incorporating local data, the model is 

strengthened, bias is reduced, and inclusivity and 

global applicability are ensured. A key aspect of 

this project is merging diagnostic data—such as 

electrocardiographic results—from local studies 

with EEG data, using both traditional and cutting-

edge three-dimensional multilayer EEG systems. 

Ethical approval for local data collection has been 

granted by research ethics committees in the 

respective regions, and partnerships have been 

established with licensed medical doctors who 

have direct access to patients and healthcare 

professionals. These doctors are contributing 

anonymized clinical data to validate the AI 

models. 

Once trained, the AI models will be integrated 

into a comprehensive healthcare system to assist 

medical professionals with clinical decision-

making and support the development of Brain-

Computer Interfaces (BCIs). This system will 

provide actionable predictions and insights based 

on new clinical data from healthcare providers, 

aiding in the early detection, diagnosis, treatment, 

prediction, and prevention of conditions such as 

diabetes, heart disease, stroke, autism, and 

epilepsy. This project is committed to advancing 

open science, reproducibility, and collaboration, 

with the resulting data being made available on 

public platforms like GitHub. 

4. System Design and Implementation 

The healthcare system described in this paper is 

built with a modular approach, where each health 

condition (such as liver disease, chronic kidney 

disease, diabetes, heart disease, stroke, epilepsy, 

autism, etc.) is handled by a distinct module. This 

setup allows for future expansion to include 

additional conditions, while also facilitating the 

efficient update of existing modules with new data. 

Modules designed for Brain-Computer Interfaces 

(BCIs), including those utilizing motor imagery, 

can process EEG data to generate actionable 

commands and appropriate responses. 

The system also provides guidelines for adapting 

traditional EEG systems to cutting-edge three-

dimensional multilayer EEG systems. These 



Frank Edughom Ekpar., IJECS Volume 14 Issue 03, March, 2025 Page 26966 

innovative systems, developed by Ekpar [25] – 

[27], follow a conceptual framework that uses 

approximations of key bio-signal features to 

analyze or influence the biological systems. For 

each module, advanced AI models are created and 

trained on properly formatted data, as detailed in 

the paper. These AI models can integrate genetic, 

environmental, lifestyle, and other relevant factors 

to offer more precise representations of the 

participants' situations. 

Figure 1 shows key aspects of the system. 

 

Fig. 1: System Schematic Design Diagram for the 

Comprehensive AI-Driven Healthcare Solution 

and Brain Computer Interface System. The New 

Conditions component represents additional health 

conditions that can be incorporated into the 

solution via new modules. 

The AI models are created using four distinct 

approaches: 

1. Direct Use of large language models 

(LLMs) like GPT-4 as inference engines, 

utilizing data in the form of 

multidimensional input vectors. This may 

include fine-tuning the LLM. 

2. Prompt Engineering for LLMs such as 

Bard and GPT-4 (and future versions) to 

outline a series of actions for building the 

AI system. These steps are implemented 

using the creator’s expertise in AI, neural 

networks, deep learning, Python, 

TensorFlow, Keras, and other machine 

learning and visualization tools like Scikit-

learn and Matplotlib. 

3. Automated AI Model Generation through 

LLMs like Bard and GPT-4 (and their 

future versions) via an automated pipeline 

to produce specific models. 

4. Direct AI Architecture Design based on 

the creator’s extensive knowledge of AI, 

neural networks, deep learning, Python, 

TensorFlow, Keras, and other ML and 

visualization tools such as Scikit-learn and 

Matplotlib. 

All methods and tools used in developing the 

solution are thoroughly documented to ensure 

easy transfer and reuse of the system. 

The AI models generated are assessed and 

compared based on their performance (using 

metrics like specificity, sensitivity, etc.) and their 

effectiveness in addressing the challenges under 

consideration. 

Automated Non-Alcoholic Fatty Liver Disease 

(Nafld) Diagnosis Based on Liver B-Mode 

Ultrasound Images  

The fourth approach is adopted and as outlined in 

the foregoing, involves the construction of custom 

AI models. Due to the paucity of images in the 

dataset utilized, alternatives were adopted to 

convolutional neural networks and similar deep 

learning approaches that could result in overfitting. 

Simpler machine learning models including 

Random Forest Classifier, Logistic Regression 

and Decision Tree Classifier were experimented 

with. 

5. Dataset 

A dataset containing liver B-mode ultrasound 

image sequences donated by Byra et al [28] was 

obtained from the publicly accessible Kaggle 

dataset repository. The dataset contained a total of 

55 images out of which 17 images were in the 

class 0 (normal) while 38 images were in class 1 

(fatty). Each image was 434 x 636 pixels. 

Figure 2 illustrates a selection of images and their 

corresponding classes. 

Data Availability 
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Liver B-mode liver ultrasound images were 

retrieved from the Kaggle dataset repository at 

https://www.kaggle.com/datasets/shanecandoit/dat

aset-of-bmode-fatty-liver-ultrasound-images 

and harnessed for this study. 

 
Fig. 2: Selection of images and their 

corresponding classes. 

6. Results  

As an alternative to convolutional neural networks 

and similar deep learning systems that could be 

constrained by overfitting as a consequence of the 

small number of samples in the dataset, 

experiments were carried out with three simpler 

machine learning approaches, namely, Random 

Forest Classifier, Logistic Regression and 

Decision Tree Classifier from the Scikit-learn 

toolkit. 

The dataset was split into a training set with 80% 

of the original data and a testing/validation set 

with the remaining 20% of the data. Using a 

random state value of 42, Table 1, Table 2 and 

Table 3 summarize the performance metrics for 

Random Forest Classifier, Logistic Regression 

and Decision Tree Classifier, in that order. 

Table 1: Performance Metrics for Random 

Forest Classifier 

Class Precision Recall F1-

Score 

Support 

0 0.50 0.67 0.57 3 

1 0.86 0.75 0.80 8 

Accuracy   0.73 11 

Macro 

Average 

0.68 0.71 0.69 11 

Weighted 

Average 

0.76 0.73 0.74 11 

Table 2: Performance Metrics for Logistic 

Regression 

Class Precision Recall F1-

Score 

Support 

0 0.67 0.67 0.67 3 

1 0.88 0.88 0.88 8 

Accuracy   0.82 11 

Macro 

Average 

0.77 0.77 0.77 11 

Weighted 

Average 

0.82 0.82 0.82 11 

Table 3: Performance Metrics for Decision 

Tree Classifier 

Class Precision Recall F1-

Score 

Support 

0 0.50 0.67 0.57 3 

1 0.86 0.75 0.80 8 

Accuracy   0.73 11 

Macro 

Average 

0.68 0.71 0.69 11 

Weighted 

Average 

0.76 0.73 0.74 11 

approach. 

7. Conclusion 

This paper presented a system for the automated 

detection of non-alcoholic fatty liver disease 

(NAFLD) - also called metabolic dysfunction-

associated steatotic liver disease (MASLD) - 

based on B-mode ultrasound images. The paucity 

of the samples in the dataset utilized for training 

of the models necessitated the adoption of 

alternatives to convolutional neural network 

(CNN) and similar deep learning (DL) approaches 

to avoid overfitting of the data. Simpler machine 

learning systems like random forest classifier, 

logistic regression and decision tree classifier 

were tried and the performance metrics compared 

and contrasted. The availability of more data 

samples would enable the adoption of CNN, DL 

or similar approaches and with enhancements in 

performance and robustness, the possibility of 

incorporation as modules for automated NAFLD 

detection within the framework of a 

comprehensive artificial intelligence (AI)-

powered healthcare system. 
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