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Abstract 

This study examines the transition from monolithic applications to a microservices architecture and its 

impact on the scalability and performance of corporate information systems. A comparative analysis is 

conducted based on scientific publications and practical experiments, highlighting key parameters such as 

latency under peak loads, resource consumption in high-concurrency environments, and challenges in 

ensuring data consistency. Special attention is given to DevOps practices, including test automation, 

distributed service monitoring, and continuous integration. Methodological aspects are also considered, 

including Agile approaches (Scrum, Kanban), event-driven messaging (RabbitMQ, Kafka), and container 

orchestration tools (Docker, Kubernetes), which facilitate structured updates and rapid failure response. The 

analysis confirms that microservices enhance the flexibility of feature deployment and reduce the risk of 

complete system downtime. However, they require significant efforts in planning, centralized logging, and 

architectural standardization. This study will be of interest to project managers, architects, developers, and 

researchers focused on optimizing distributed applications. 

Keywords: Microservices architecture, monolithic architecture, scalability, DevOps, orchestration, events, 

data consistency, performance. 

1.  Introduction 

The development of high-load software systems 

increasingly relies on microservices architecture, 

which enables flexible scalability and accelerated 

update cycles. The transition from traditional 

monolithic solutions to microservices introduces 

complexities in managing orchestration, logging, 

security, and data consistency across multiple 

independent services. As technical requirements 

grow, organizational and methodological 

approaches gain importance, including Agile 

practices, DevOps culture, and well-designed 

continuous integration and delivery (CI/CD) tools. 

The objective of this study is to identify the key 

aspects of implementing microservices 

architecture in corporate and cloud-based systems 

and to assess its impact on development flexibility, 

scalability, and fault tolerance. 

The research aims to: 

1. Analyze practical experience and scientific 

studies comparing microservices and 

monolithic solutions. 

2. Identify orchestration methods and 

interservice communication mechanisms 

affecting the performance and reliability of 

distributed systems. 

3. Determine factors that enhance the 

effectiveness of microservices adoption, 

including DevOps tools, Agile 

methodologies, and data consistency 

approaches. 

4. Examine existing challenges in 

microservices scaling and propose 

solutions while considering financial and 

organizational constraints. 

Achieving these objectives will provide a deeper 

understanding of the conditions under which 
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microservices deliver substantial benefits and 

highlight the importance of well-structured 

development processes and management 

methodologies in supporting distributed 

applications. 

2. Materials and Methods 

This study is based on the analysis of scientific 

research on the application of microservices 

architecture, orchestration of distributed systems, 

and empirical experiments in high-load services. 

Tapia F., Mora M. A., Fuertes W., Aules H., 

Flores E., Toulkeridis T. [10] examined the impact 

of transitioning from monolithic applications to 

microservices on performance and latency under 

high traffic volumes. The study by Blinowski G. J., 

Ojdowska A., Przybylek A. [1] compared the 

behavior of monolithic and distributed solutions in 

both local environments and public cloud settings, 

emphasizing the role of horizontal scaling. 

Calderon-Gomez H., Mendoza-Pittí L., Vargas-

Lombardo M., Gomez-Pulido J. M., Rodríguez-

Puyol D., Sención G., Polo-Luque M.-L. [3] 

analyzed the specific characteristics of 

microservices architecture in the context of e-

health, highlighting the importance of reliable 

interservice communication and data consistency 

methods. 

Ramu V. B. [7] focused on the flexibility of auto-

scaling, while Bushong V., Abdelfattah A. S., 

Maruf A. A., Das D., Lehman A., Jaroszewski E., 

Coffey M., Cerny T., Frajtak K., Tisnovsky P., et 

al. [2] discussed the complexities of managing 

service environments and migrating large 

applications. The study by Sam A., Katragadda V. 

[9] demonstrated the effectiveness of an event-

driven approach in microservices, particularly in 

improving fault tolerance. Rossetto A. G. d. M., 

Noetzold D., Silva L. A., Leithardt V. R. Q. [8] 

explored resource optimization using Quarkus in 

microservice deployments. Lee C., Kim H. F., Lee 

B. G. [5] examined the migration of corporate 

ERP platforms to the cloud, while Cui J. [4] 

assessed the acceleration of update and testing 

cycles achieved through microservices 

decomposition. Finally, Mwangi J., Bablu T. A. [6] 

highlighted the advantages of separating AI 

subsystems into independent services, enabling 

rapid adaptation of algorithms to changing 

conditions. 

The analysis of these sources allowed for a 

detailed examination of the benefits and risks of 

distributed architecture, its impact on development 

flexibility, dynamic scaling, fault tolerance, and 

data consistency. Based on a synthesis of 

publications, trends in microservices development 

were identified, along with practical tools to 

improve system performance, ensure long-term 

application maintenance, and simplify 

collaboration among independent development 

teams. 

The following research methods were used: 

1. Comparative analysis. A comparison of 

various microservices and monolithic 

architectures, including performance 

testing and an assessment of orchestration 

technologies (Docker, Kubernetes) and 

service interactions (REST, gRPC, event-

driven buses). This approach provided 

insights into the similarities and 

differences in design and operational 

models. 

2. Systematization. Structuring results 

obtained from scientific articles and 

analytical reports to identify key scenarios 

for applying microservices principles. This 

systematization enabled the classification 

of practices and approaches for 

restructuring large-scale systems, 

including the transition from monolithic to 

microservices architectures. 

3. Content analysis. A detailed examination 

and comparison of definitions related to 

data exchange patterns, transaction 

management mechanisms, and dependency 

control in microservices. This helped 

evaluate the transparency of service 

contract implementation and the 

effectiveness of management tools in 

designing distributed systems. 
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4. Critical review. An assessment of the 

strengths and weaknesses of microservices 

adoption, including the risks of system 

fragmentation, potential challenges in 

interservice communication, and overhead 

costs for maintenance and monitoring. The 

analysis also covered improvements in 

DevOps practices, CI/CD pipeline 

implementation, and quality control 

measures. 

3. Results 

Researchers [2] describe the migration of legacy 

systems to a microservices model, where each 

service operates autonomously with well-defined 

boundaries and its own database. This approach 

enhances architectural flexibility by simplifying 

modifications, accelerating testing, and 

streamlining deployment. In monolithic 

architectures, changes to one functionality often 

affect adjacent modules, increasing the risk of 

failures and extending the release cycle. In 

contrast, microservices allow each development 

team to manage a specific service, maintain its 

versions, and use customized technology stacks. 

Parallel experiments mentioned in [10] confirm 

that while monolithic applications perform 

adequately under normal conditions, they quickly 

reach CPU limits under peak loads. Microservices, 

however, scale horizontally by launching 

additional instances if configured within an 

orchestration environment such as Kubernetes or 

Docker Swarm. The table below (Table 1) 

presents the results of various tests comparing the 

behavior of monolithic and microservices 

architectures under different load conditions and 

deployment environments. The findings indicate 

that monolithic architecture performs better in 

local configurations, but microservices 

demonstrate superior adaptability and resilience in 

cloud environments, effectively handling an 

increasing number of parallel requests. 

Table 1 – Performance comparison of 

monolithic and microservices systems (source: 

compiled by the author based on [1], [3], [7], 

[10]) 

Architectu

re 

Metric 

Tested 

Result/Conclusi

on 

Comment 

Monolithic Latency 

under load 

increase 

Reaches CPU 

limit quickly 

under high 

request intensity 

Suitable 

when load 

is 

predictable, 

with no 

expected 

traffic 

spikes 

Microservic

es 

Latency 

under load 

increase 

Scales 

horizontally, 

maintaining 

stable response 

times 

Requires 

orchestratio

n and load 

balancing, 

increasing 

complexity 

and costs 

Monolithic Performan

ce on a 

single 

node 

Faster response 

time in local 

deployment 

Loses 

advantage 

in cloud 

environme

nts where 

scalability 

is essential 

Microservic

es 

Cloud 

performan

ce 

Benefits from 

horizontal 

scaling 

Increased 

complexity

, requiring 

advanced 

monitoring 

and 

debugging 

tools 

Microservic

es 

Response 

time in 

eHealth 

services 

High 

responsiveness 

under dynamic 

load 

Reliable 

networking 

and data 

consistency 

mechanism

s are 

crucial, 

especially 

for medical 

data 

storage 

Microservic

es 

Auto-

scaling 

system 

Adapts flexibly 

to peak loads 

Increased 

inter-

service 

traffic 

necessitates 

optimized 

networking

, logging, 

and tracing 

mechanism

s 

The study [5] examined the migration of corporate 

ERP systems to the cloud, where developers 
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decouple services, deploy them in containers, and 

utilize a pay-as-you-go pricing model. This 

approach minimizes downtime during 

modernization efforts. Observations in [7] indicate 

that containerization reduces excessive 

interdependencies among components but 

necessitates the implementation of monitoring 

systems such as Prometheus and Grafana, along 

with reliable load balancers like Nginx and 

HAProxy. It is noted that in a distributed 

microservices configuration, network traffic 

increases, as each service call involves a separate 

HTTP request or, in some cases, a sequence of 

gRPC calls. To mitigate this issue, authors in [9] 

recommend an event-driven approach, where 

services communicate asynchronously through 

message brokers such as Kafka and RabbitMQ. 

Similarly, [3] emphasizes that in medical systems, 

the reliability of communication channels is 

critical, necessitating a centralized service registry 

for easier service discovery and load balancing. 

Publications [8] analyze the details of Quarkus 

implementation, concluding that memory 

consumption is significantly reduced due to native 

compilation, while startup times improve. For 

high-load systems, these factors are crucial, as 

prolonged startup times and excessive resource 

consumption lead to increased operational costs. 

Comparable studies [10] assess the associated 

overhead, noting that microservices architectures 

require separate structures for logging, 

authentication, tracing, and metrics. In monolithic 

architectures, these components are often 

embedded within a single executable file, whereas 

in microservices, each service typically requires 

dedicated modules. This necessitates careful 

synchronization of library versions, and in case of 

service failure, a robust failover mechanism must 

be in place. This issue is highlighted in [1], which 

notes that transitioning to a distributed 

environment demands a well-structured testing 

framework that accounts for various service 

combinations, as remote calls complicate 

debugging. Reports [6] detail the integration of 

artificial intelligence algorithms within 

microservices. Machine learning models are 

deployed as independent micro-kernels with 

dedicated GPU or tensor cores, allowing model 

updates without disrupting the entire system. This 

is particularly beneficial for applications requiring 

continuous model retraining. The study in [4] 

highlights that microservices facilitate a "blue-

green deployment" strategy, where new service 

versions are deployed alongside existing ones, 

with traffic gradually redirected. This minimizes 

service downtime and enables A/B testing, 

allowing developers to compare alternative 

versions, collect performance metrics, and 

determine the most effective solution. 

When building a reliable microservices 

infrastructure, data consistency becomes a critical 

challenge. Studies [9] indicate that traditional 

transactions in distributed environments are highly 

resource-intensive. In practice, approaches based 

on "eventual consistency" are employed, where 

services exchange events and gradually bring 

databases to a consistent state. The authors of [2] 

recommend separating a transactional service that 

logs all changes in an event log, while other 

services subscribe to updates. This method 

enhances system resilience, ensuring that a failure 

in one component does not bring down the entire 

system, as other services continue operating. 

However, as noted in [10], such an architecture 

requires robust orchestration and tools for failure 

detection and automatic recovery (auto-healing). 

Experiments in [7] and [8] indicate that as the 

number of services grows, the load on the network 

layer increases, leading to delays caused by inter-

process communication under high request 

volumes. To minimize these delays, message 

compression and RPC protocols such as gRPC 

and Thrift are utilized. The study in [4] highlights 

the relationship between different teams: in a 

modular structure, each development team is 

responsible for its own service, but shared security 

and monitoring requirements necessitate 

centralized solutions. As a result, there is a need to 

implement a continuous integration and 

deployment platform (GitLab CI/CD, Jenkins) to 

manage container builds, test services, and deploy 
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them to a cluster. Research in [3] confirms the 

advantages of microservices in telemedicine 

services, where large volumes of requests from 

different regions are processed in parallel by 

independent clusters. In case of a sudden spike in 

demand, operators can scale only the specific part 

responsible for critical computations. Similar 

conclusions are found in [5], which examines 

distributed ERP platforms. When implementing 

calculation and analytics logic as separate services, 

accounting and logistics operations are not slowed 

down due to failures in a single module. In 

traditional monolithic architectures, such an issue 

would often lead to the blocking of other system 

functions. 

Security in microservices architecture requires an 

approach that includes identity management, 

encryption, and secure communication protocols 

to protect each service [4]. Traditional security 

models are insufficient, making authentication and 

authorization mechanisms such as OAuth and 

OpenID Connect essential. A "zero-trust" security 

model is required, assuming that every service is 

inherently untrusted and must verify its reliability 

at every stage of interaction (see Figure 1). 

 
Figure 1 – Security in Microservices [4]. 

In comparative studies [1], it is noted that while 

monolithic architecture demonstrates faster 

response times on a local machine, microservices 

gain a significant advantage in a real cloud 

environment where scaling is initiated on demand. 

Research in [10] indicates that investments in 

microservices architecture become cost-effective 

when the system serves a broad user base or 

requires the flexible development of multiple 

heterogeneous modules. When dealing with a 

small number of requests and a simple set of 

functions, monolithic architecture remains more 

affordable and easier to debug. For the same 

reasons, [7] recommends carefully assessing the 

number of microservices and their actual necessity, 

as an excessive fragmentation of services can 

create a bottleneck within the internal network. 

Table 2 illustrates various approaches to scaling 

microservices applications. A wide range of 

solutions is observed, from traditional horizontal 

scaling by increasing the number of instances to 

the use of an event-driven message bus for 

asynchronous communication between services. 

Effective scaling requires a comprehensive 

approach that includes network limitations 

analysis, logging systems, resource monitoring, 

and orchestration. Faster startup times and 

reduced memory consumption (for example, when 

using Quarkus) enhance efficiency in 

environments with frequent updates. 

Table 2 – Methods and characteristics of 

scaling microservices systems (source: 

compiled by the author based on [2], [5], [8], 

[9]) 

Scaling Model Advantages Consideration

s 

Autonomous 

services with 

dedicated 

databases 

Simplifies 

updates, allows 

independent 

service 

upgrades 

Distributed 

consistency 

becomes 

complex, 

requiring event 

mechanisms or 

alternative 

synchronizatio

n solutions 

Event-driven 

architecture with 

message bus 

(Kafka/RabbitMQ

) 

Asynchronous 

communication

, high fault 

tolerance 

Requires 

monitoring and 

centralized log 

collection for 

intensive 

message 

exchanges 

Performance Reduced May require 
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Scaling Model Advantages Consideration

s 

optimization 

(Quarkus) 

startup time 

and memory 

consumption 

modifications 

to the 

containerizatio

n 

infrastructure, 

as individual 

services 

operate in 

native mode 

Horizontal scaling 

in cloud-based 

ERP 

Flexible load 

balancing 

across services 

Costs increase 

with a rapid 

growth in 

instances, 

requiring well-

defined scaling 

policies and 

efficient metric 

tracking 

References [3], [8], and [9] emphasize that in 

environments with frequent codebase updates, 

developers prefer microservices, as each change 

remains confined within individual services. This 

enables continuous improvement of the product 

without requiring a complete system shutdown. 

Such flexible development requires careful design 

of authentication mechanisms and access control, 

as each service maintains its own entry points. 

Authors in [9] suggest implementing a unified 

API Gateway that verifies authentication data and 

routes requests to the appropriate service, 

reducing the risks associated with direct access to 

services lacking system-wide security controls. 

4. Discussion 

The analysis of the presented studies indicates that 

the success of microservices architecture is 

determined not only by the choice of 

technological tools (orchestrators, service buses, 

containerization) but also by the team's readiness 

to maintain a unified development strategy [2; 10]. 

In the context of rapidly changing business 

requirements, the distributed nature of services 

allows modifications to be made to individual 

modules without system-wide downtime, ensuring 

fast release cycles and reducing the risk of a 

"domino effect" in case of failures [1; 7]. 

Empirical observations [5; 8] confirm that 

transitioning to a microservices architecture 

requires thorough orchestration and monitoring 

planning. Numerous microservices with 

independent databases and asynchronous 

communication channels can lead to increased 

latency, more complex debugging, and higher 

configuration management costs. However, these 

challenges are offset by the ability to scale 

specific services experiencing the highest load, 

whether computational modules for machine 

learning [6] or specialized business components [3; 

4]. 

It is important to note that a service-oriented 

approach directly affects the distribution of 

responsibilities within the team [9]. Each 

development group is responsible for a specific 

service and its lifecycle, including stack selection 

and testing methodologies. This provides a high 

degree of autonomy but requires unified standards 

for integration, security, and metric collection [2]. 

Studies [1; 10] emphasize that decentralized 

architecture increases the importance of securing 

inter-service communications: an API gateway or 

event bus can become a primary control point 

requiring continuous monitoring and advanced 

authentication. Observations [7; 8] confirm that 

proper automation of CI/CD processes 

(continuous integration and deployment), 

combined with modern containerization tools 

(Docker, Kubernetes, Quarkus), improves update 

efficiency, optimizes resource consumption, and 

accelerates service compatibility testing. 

Configuration management and distributed 

logging systems enable rapid localization and 

resolution of issues in individual nodes without 

disrupting overall application stability. 

Beyond technical aspects, several publications [4; 

5; 9] highlight the importance of human factors 

and project organization. Developers working 

with microservices architecture often adopt Agile 

practices, which help maintain transparency in 

distributed teams and accelerate problem 

resolution. At the same time, it is crucial to uphold 
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a unified architectural vision to prevent service 

sprawl and redundant functionality [2; 9]. 

Thus, the collective experience demonstrates that 

with adequate planning, standardization, and 

DevOps culture, microservices architecture 

provides significant advantages for high-load and 

dynamically evolving systems. Its implementation 

requires not only technological readiness within 

the team but also a management approach 

supported by effective orchestration, 

containerization, and monitoring methods. 

5. Conclusion 

The results of the study confirm that 

microservices architecture can significantly 

enhance the flexibility and resilience of corporate 

systems, enabling the independent evolution and 

scaling of individual services. A review of 

scientific publications and empirical data has 

established that the key advantages of 

microservices include accelerated change 

implementation, reduced delivery cycles, and 

rapid response to peak loads through horizontal 

scaling. At the same time, its implementation 

presents several challenges: configuring 

orchestration, monitoring, ensuring data 

consistency and security, and meeting high 

requirements for organizing DevOps processes. 

As demonstrated in the reviewed studies, 

advanced testing methods, centralized logging, 

and a well-designed event-driven interaction 

policy help mitigate these risks. 

In practice, the success of microservices adoption 

largely depends on leadership within development 

teams and management decisions related to 

technology stack selection and project 

management methodologies. The combined use of 

Agile approaches, continuous integration, and an 

effective deployment automation system 

facilitates rapid adaptation to changing business 

needs and maintains product stability. Thus, the 

most effective path to deploying and evolving 

microservices systems lies in a balance between 

technical expertise and well-structured team 

organization. 
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