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Abstract 

Now a day the usage of credit cards and net banking for online payments has dramatically increased. The 

most popular mode of online as well as regular purchase payments is through credit card and security of 

such transactions is also a major issue as frauds are increasing rapidly. In the existing scenario, fraud is 

detected after the transaction is done and it makes more difficult to find out fraudulent loses barred by is-

suing authority. In this paper, we observe the behavior of credit card transactions using a Hidden Markov 

Model (HMM) and show how it detects frauds. An HMM is initially trained with the normal behavior of 

transactions. If the present credit card transaction is not accepted by the trained HMM with enough high 

probability, then it declares as a fraudulent transaction. At the same time, we try to ensure that no genuine 

transactions are rejected.  
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1. Introduction 

Credit-card-based purchases can be divided into 

two types: offline and online transactions. The 

cardholder needs his card physically for a merchant 

to make a successful transaction in an offline pur-

chase. An attacker must steal the credit card for 

fraudulent transactions in an offline purchase. In the 

second kind of purchase, only some important in-

formation about a card (card number, expiration 

date, card verification value) is required to make a 

successful payment. To commit online fraud, a 

fraudster simply needs the card details. Sometimes, 

the original cardholder is not aware that someone 

else has stolen or seen his card information. The 

effective way to detect these types of frauds is to 

analyze the spending behavior of every card and to 

figure out any inconsistency with respect to normal 

spending behavior. Detection of fraud based on the 

analysis of existing purchase data of cardholders is 

an effective way to reduce the rate of successful 

card frauds. Since humans tend to exhibit specific 

behaviorist profiles, every card-holder can be repre-

sented by a set of patterns containing information 

about the time since the last purchase, the typical 

purchase category, the amount of money spent, etc. 

Deviation from such patterns leads to a potential 

threat to the system. According to a [1] survey by 

Google, Pune suffered the most from credit card 

frauds in India with Mumbai on second. Hackers 

take the benefit of the cashless economy to achieve 

the frauds. Some ways like skimming, phishing, 

scanning, etc. by which money can be taken off 

from your credit card. Due to a lack of awareness, 

people share their card details with fraudulent 

emails and make easier to happen fraud. Here it is 

shown that how HMM be used to detect fraud and 

create a secure online transaction as HMM trained 

with the normal behavior of card activities and uses 

that past behavior to detect fraudulent transactions.

2. Literature Review 

Detection of credit card fraud has attracted a lot of 

attention in researching, and several methods have 

been proposed, with particular emphasis on neural 

networks, data mining, and distributed data mining. 
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Ghosh and Reilly[8] have proposed a fraud detec-

tion technique with a neural network for all kinds of 

credit or debit cards. It was qualified on a large 

scale sample of labeled transaction. All these kinds 

of transactions were authorized due to card loss, 

stolen Cards, application fraud, mail-order fraud, 

Non-receive issue (NRI) fraud. Syeda et al.[9] have 

used Parallel granular neural networks (PGNNs) to 

boost data mining rates. To this effect, a total 

framework has been enforced. Stolfo et al.[10] sug-

gested credit card fraud detection (FDS) using me-

ta-learning techniques that help to learn different 

models of fraudulent transactions. Meta-learning is 

a scheme that offers a way for many separately con-

struct classifiers to be combined and incorporated. 

A meta classifier will be equipped to compare the 

base classifier predictions. Another same group also 

worked on a fraud detection cost-based model. Me-

ta-learning java agents were used, which is a dis-

tributed data mining platform for the detection of 

credit card fraud. They identified some type of im-

portant performance matrices as True-positive-

False Positive (TP-FP) spread and accuracy.  

Aleskerov et al.[11] present CARD WATCH, a da-

tabase mining program used to detect credit card 

fraud. Based on a neural learning module, the sys-

tem provides a number of commercial databases 

with an interface. Kim and Kim[12] identified legit-

imate and fraudulent transactions as the two main 

reasons for credit card fraud detection difficulty. In 

this method, original transaction data fraud density 

was used as a trust value and the weighted fraud 

score was created to reduce the number of 

misdetections. Fan et al.[13] proposed an applica-

tion for distributed data mining in the detection of 

credit card fraud. Brause et al. [14] have also devel-

oped an approach that includes advanced data min-

ing techniques and algorithms for the neural net-

work to identify high fraud or cover fraud. Web 

services and data mining techniques have been pro-

posed by Chiu and Tsai[15] to establish a security 

system for fraud detection in the banking sector. In 

this scheme, banks share details in a decentralized 

environment about the trends of fraud. Web ser-

vices techniques such as XML, WSDL, etc. are 

used to create a good channel of data exchange. 

Phua et al.[16] conducted a survey of existing FDSs 

based on data mining and published a full report. 

To detect fraud in credit card transactions, Pro-

dromidis and Stolfo[17] use an agent-based tech-

nique with distributed learning. It is based on artifi-

cial intelligence and to achieve high accuracy, it 

combines inductive learning algorithms and meta-

learning methods. Phua[18] suggests that meta clas-

sifiers should be used as in problems of fraud detec-

tion. They regard naïve neural networks of Bayesi-

an, C4.5, and Back Propagation as the base classifi-

ers. A meta classifier is used to determine which 

classifier should be taken into consideration based 

on data skew. As a targeted program, they don't 

specifically use credit card fraud identification, 

their scheme was generic. Recently, Vatsa et al.[19] 

suggested a game-theoretical approach to detect 

credit card fraud. An attacker and an FDS are a 

match between two players in this strategy in which 

both seek to maximize their payoff. The problem 

with most of the methods listed above is that they 

need marked data to train the classifiers for both 

legitimate and fraudulent transactions. 

 

3. Hidden Markov Model 

A Hidden Markov Model is a finite set of states in 

which each state is associated with a distribution of 

probability. Transition probabilities, a set of proba-

bilities govern transitions between these states. A 

possible outcome or observation that is associated 

with the image of probability distribution observa-

tion is produced in a particular state. It is only the 

outcome, not the state that is visible to an external 

observer and therefore states are "hidden" to the 

outside. Hence the name of the model is the Hidden 

Markov Model. The Hidden Markov Model is, 

therefore, an easy and perfect solution to detect 

fraud through credit card transactions. Another im-

portant benefit of the HMM-based approach is an 

extreme decrease in the number of False Positive 

transactions that a fraud detection system recogniz-

es as malicious even though they are genuine. 

There are 3 canonical problems to solve with 

HMMs described in: 

 

1. Based on the parameters of the model, cal-

culate the probability of a sequence of out-

put. The Forward and Backward algorithms 

solve this problem. 

 

2. Based on the parameters of the model, find 

the most likely sequence of (hidden) states 

that might have generated a given output se-

quence. The Viterbi algorithm and Posterior 

decoding solve this problem. 

 

3. Find the most possible set of probabilities 

for state change and output given an output 

sequence. Then solve with the algorithm 

Baum-Welch. 
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Our goal is to propose a Hidden Markov Model to 

reduce high-false positives or high-false alarms and 

thus improve system performance. 

In this prediction process, HMM consider mainly 

three price value ranges such as  

Low (l), 

Medium (m) and, 

High (h). 

First, it will be required to find out the transaction 

amount belongs to a category either it will be in 

low, medium, or high ranges. 

 

4. Credit Card Fraud Detection Using  HMM  

To start the operation of credit card transaction pro-

cessing in terms of an HMM, we start by deciding 

the observation values in our model. We quantize 

the x purchase values into M price ranges i.e. V1; 

V2; . . . VM, forming the observation symbols at 

the corresponding bank. For each symbol, the actual 

price range is based on the spending pattern of indi-

vidual cardholders. A clustering algorithm deter-

mined dynamically these price ranges on each card-

holder’s transaction values. We use Vk, k ¼ 1; 

2;……M, to represent both the corresponding price 

range and the observation symbol. Here, we take 

three price ranges, namely, low (l), medium (m), 

and high(h). Our set of observation symbols is, 

therefore, V ¼ l; m; h making M ¼ 3. For example, 

let l=(0, 100], m =(100,500], and h=(500, credit 

card limit]. If there is a transaction performs by a 

cardholder is of 190, then the observation symbol is 

“m”. A credit cardholder makes various types of 

acquisition of various sums over a period. One 

plausibility is to consider the succession of ex-

change sums and search for deviations in them. 

However, the sequence of types of purchase is more 

stable compared to the sequence of transaction 

amounts. The reason behind that a cardholder al-

ways makes purchases according to his/her needs 

for procuring different items over a time period. 

 

This, in turn, generates a sequence of transaction 

amounts. Each individual transaction amount asso-

ciated with the corresponding type of purchase. 

Hence, we consider the transition in the type of 

purchase as a state transition in our model. The type 

of each purchase is linked to the line of business of 

the corresponding merchant. This data about the 

dealer's line of business isn't known to the giving 

bank running the FDS. In this manner, the kind of 

acquisition of the cardholder is escaped the FDS. 

The arrangement of every single imaginable sort of 

procurement and, proportionately, the arrangement 

of every conceivable line of business of dealers 

shapes the arrangement of concealed conditions of 

the HMM. It ought to be noted at this phase the line 

of business of the dealer is known to the obtaining 

bank since this data is outfitted at the hour of en-

rollment of a vendor. Likewise, a few traders might 

bargain in different sorts of wares (For instance, 

Wal-Mart, K-Mart, or Target sells a huge number 

of various things). Such kinds of lines of business 

are considered as miscellaneous, and we don't en-

deavor to decide the genuine sorts of things ob-

tained in these exchanges. Any presumption about 

the accessibility of this data with the giving bank 

and, henceforth, with the FDS, isn't commonsense 

and, consequently, would not have been substantial. 

 

 
 

 

Fig.1: Dataflow diagram of HMM for credit 

card fraud detection. 
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5. Proposed System 

In the proposed system, we present a Hidden Mar-

kov Model (HMM) that don't need fraud signatures 

and nevertheless is ready to discover frauds by con-

sidering a cardholder’s payment habit. Transaction 

sequence by the framework of associate degree 

HMM. The small print of things purchased in indi-

vidual transactions unit sometimes not renowned to 

any Fraud Detection System(FDS) running at the 

bank that problems credit cards to the cardholders. 

Hence, we tend to feel that HMM is a perfect alter-

native for addressing this drawback. Another im-

portant advantage of the HMM-based approach 

may be a forceful reduction within the variety of 

False Positives transactions known as malicious by 

associate degree FDS though they're truly real. Eve-

ry incoming transaction is submitted to the FDS for 

verification. FDS receives the card details and also 

the price of the purchase to verify, whether or not 

the deal is real or not. The categories of products 

that bought therein dealing don't seem to be re-

nowned for the FDS. It tries to seek out any anoma-

ly within the dealing supported the payment profile 

of the cardholder, shipping address, and asking ad-

dress, etc. If the FDS confirms the dealing to be of 

fraud, it raises associate degree alarm, and also the 

supply bank declines the transaction.  

This new system helps in the detection of the fraud 

use of the card is faster than the existing system. 

In this system no need to check the original user as 

we maintain a log. The log which is maintained will 

also be proof for the bank for the transaction made. 

We can find the most accurate detection using this 

technique. 

There are two main phases in the proposed system 

as follows:  

 

5.1 Learning Phase  

The learning or training Phase of HMM could be 

considered into two parts, the first part of this phase 

converts the transaction amount into observation 

symbols and form sequences out of them. And the 

second phase which is often known as the end 

phase, in this phase we get an HMM for each card-

holder. This is the offline step so it will not affect 

the transaction processing performance, which 

needs an online response. 

 

5.2 Working Phase  
After getting the HMM parameters, we will use 

symbols for further determination. All symbols 

which will be opted form costumers training data 

form an initial sequence of symbols. Let O1, 

O2..............OR is just an example of such sequence 

having the length R. This recorded sequence will be 

formed from the cardholder's transaction up to time 

t. We will input this sequence to the HMM and 

measure the probability of acceptance by the HMM. 

 

6. Conclusion  
As the credit card transaction process held in many 

different steps and is represented as the underlying 

stochastic process of an HMM. It used the all trans-

action amount as an observation symbol. and the 

types of items are considered as states of HMM. In 

this way, we are suggesting a method to find the 

spending profile of cardholders and then trying to 

find out the observation symbols which will help us 

for an initial estimate of the model parameters. It 

will also be explained how the HMM can detect 

whether an incoming transaction is genuine or not. 

In now a day the online payment mode and fraud in 

being increased rapidly. So, we must have required 

specific security technology who can overcome 

such kind of challenges so that no one can steal 

money. In this paper, we have observed various ap-

proaches already present and tried to propose an 

updated system that is more useful in these circum-

stances for detecting Credit Card Frauds. 
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