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Abstract 
K-Nearest Neighbor (KNN) classification is one of the most fundamental and simple classification methods. 
It is among the most frequently used classification algorithm in the case when there is little or no prior 
knowledge about the distribution of the data. In this paper a modification is taken to improve the 
performance of KNN. The main idea of KNN is to use a set of robust neighbors in the training data. This 
modified KNN proposed in this paper is better from traditional KNN in both terms: robustness and 
performance. Inspired from the traditional KNN algorithm, the main idea is to classify an input query 
according to the most frequent tag in set of neighbor tags with the say of the tag closest to the new tuple 
being the highest. Proposed Modified KNN can be considered a kind of weighted KNN so that the query 
label is approximated by weighting the neighbors of the query. The procedure computes the frequencies of 
the same labeled neighbors to the total number of neighbors with value associated with each label multiplied 
by a factor which is inversely proportional to  the distance between new tuple and neighbours. The proposed 
method is evaluated on a variety of several standard UCI data sets. Experiments show the significant 
improvement in the performance of KNN method. 

Index Terms—KNN,Modified KNN,Weighted KNN, KNN Classification, Modified KNearest Neighbor, 
Weighted K-Nearest Neighbor, Neighbor Validity  

1 Introduction

nowadays, recognition system is used in many ap-
plications which are related to different fields that 

have different nature. Pattern recognition is about 
assigning labels to objects which are described by a 
set of values named attributes or features[21]. K 
nearest neighbors is a simple algorithm that stores all 
available cases and classifies new cases based on a 
similarity measure (e.g., distance functions). KNN 
has been used in statistical estimation and pattern 
recognition already in the beginning of 1970’s as a 
non-parametric technique [1].There are three major 
types of pattern recognition trends:unsupervised, 
semi-supervised and supervised learning. Inthe su-
pervised category, also called classification or re-
gression, each object of the data comes with a preas-
signed class label. In other hand, there is a teacher 
saying the true answer. The task is to train a classifi-
er to perform the labeling, using the teacher. A pro-
cedure which tries to leverage the teacher‘s answer 
to generalize the problem and obtain his knowledge 
is learning algorithm. Most often this procedure can-
not be described in a human understandable form, 
like Artificial Neural Networks classifiers. In these 
cases, the data and the teacher‘s labelings are sup-
plied to the machine to run the procedure of learning 
over the data. Although the classification knowledge 
learned by the machine in this process might be ob-
scure, the recognition accuracy of the classifier will 
be the judge of its quality of learning or its perfor-
mance [1].In some new classification systems, it is 
tried to investigate the errors and propose a solution 

to compensate them [2-5]. There are many classifi-
cation and clustering methods as SAwell as the com-
binational approaches [6-8]. While the supervised 
learning tries to learn from the true labels or answers 
of the teacher, in semi-supervised the learner con-
versely uses teacher just to approve or not to approve 
the data in total. It means that in semi-supervised 
learning there is not really available teacher or su-
pervisor. The procedure first starts with fully random 
manner, and when it reaches the state of final, it 
looks to the condition whether he wined or losed. 
For example in the chess game, take it in considera-
tion, that there may be none supervisor, but you 
gradually train to play better by trail-and-error pro-
cess and looking at the end of the game to find you 
wined or losed.KNearest Neighbor (KNN) classifi-
cation is one of the most fundamental and simple 
classification methods. When there is little or no pri-
or knowledge about the distribution of the data, the 
KNN method should be one of the first choices for 
classification. It is a powerful non-parametric classi-
fication system which bypasses the problem of prob-
ability densities completely [9]. The main idea is to 
classify an input query x into the most frequent tag 
in the set of its neighbor tags. The KNN rule classi-
fies x by assigning it the label most frequently repre-
sented among the K nearest samples; this means that, 
a decision is made by examining the labels on the K-
nearest neighbors and taking a vote. It is first intro-
duced by Fix and Hodges in 1957 [10]. Later in 
1967, KNN is looked at in theoretic perspective [11]. 
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Once such consideration of KNN classification were 
established, a long line of investigation ensued in-
cluding new rejection approaches [12], refinements 
with respect to Bayes error rate [13], distance 
weighted approaches [14, 15], soft computing [16] 
methods and fuzzy methods [17, 18]. ITQON et al. 
in [19] proposed a classifier, TFkNN, aiming at up-
grading of distinction performance of KNN classifier 
and combining plural KNNs using testing character-
istics. Their method not only upgrades distinction 
performance of the KNN but also brings an effect 
stabilizing variation of recognition ratio; and on 
recognition time, even when plural KNNs are per-
formed in parallel, by devising its distance calcula-
tion it can be done not so as to extremely increase on 
comparison with that in single KNN. Some KNN 
advantages can be as follows: simplicity, robustness 
to noisy training data, and effectiveness in the ade-
quate training data. It has some disadvantages such 
as: high computation cost in a test query, the large 
memory to implement, low accuracy rate in multi-
dimensional data sets, parameter K, unclearness of 
distance type. Shall we use all attributes or certain 
attributes only [20]? In this paper a new interesting 
algorithm is proposed which partially overcomes the 
low accuracy rate of KNN. Beforehand, it prepro-
cesses the train set, computing the validity of any 
train samples. Then the final classification is execut-
ed using weighted KNN which is employed the va-
lidity as the multiplication factor.. 

2 Proposed Method  

2.1 Methodology 
The main idea of the presented method is assigning 

the class label of the queried instance into K validat-

ed data training points nearest to it.First, the validity 

of all data samples in the train set is computed. 

Then, a weighted KNN is performed on any test 

samples. Here is the pseudo code of the proposed 

algorithm. 

 
Pseudo-code of the MKNN Algorithm: For all tuples 
in trainSet,Find its k nearest neighbours,then find 
validity by, Validity= (Number of neighbours with 
same class)/k  

 
For all tuples in the test set, do: Find its k nearest 

neighbours 
Find the weight of each class by adding the 

weights of individual neighbours having same 
class,where wieght of individual neighbours is, 

WeighIndiv = (validity of neighbour)*(1-(Its nor-
malised distance)) 

The predicted class will be class with maximum 
weight. 

 
2.2 Calculating the validity 

In the MKNN algorithm, every training sample must 

be validated at the first step. The validity of each 

point is computed according to its neighbors. The 

validation process is performed for all train samples 

once. After assigning the validity of each train sam-

ple, it is used at the second step as impact or weight 

of the points in the ensembles of neighbors which 

the point is selected to attend.To validate a sample 

point in the train set, the H nearest neighbors of the 

point is considered. Among the H nearest neighbors 

of a train sample x, validity(x) counts the number of 

points with the same label to the label of x divided 

by H and this count is associated with that tuple for 

any further use as validity. 

 

2.3 Obataining the result using weighted KNN 

Weighted KNN is one of the variations of KNN 

method which uses the K nearest neighbors, regard-

less of their classes, but then uses weighted votes 

from each sample rather than a simple majority or 

plurality voting rule. Each of the K samples is given 

a weight based on their own validity  and their dis-

tance from the new data. 

These weighted votes are then summed for each 

class, and the class with the largest total vote is cho-

sen.  

Vote for class of each new tuple is done by multiply-

ing the validity of k nearest neighbours with 1-

(normal distance between the new tuple and neigh-

bors).This technique has the effect of giving greater 

importance to the reference samples that have great-

er validity and closeness to the test sample. So, the 

decision is less affected by reference samples which 

are not very stable in the feature space in comparison 

with other samples. In other hand, the multiplication 

of the validity measure on distance based measure 

can overcome the weakness of any distance based 

weights which have many problems in the case of 

outliers. So, the proposed MKNN algorithm is sig-

nificantly stronger than the traditional KNN method 

which is based just on votes forn the training set tu-

ples. 

Pseudo code for prediction: Begin For Neighbour 

with same class do Vote += Neighour's Validity * 

(Normal Distance Of the neighbour from the new 

tuple) Return Class With Maximum Vote End 

3 Result Analysis 

Result Obtained on Using the Proposed Method on 
four different UCI data sets is shown in this section. 

 
3.1 How Accuracy is obtained? 
Data set is sampled into train set and test test by 

randomly assigning tuples to each based on the split 
factor assigned in the program. 

For each data set 10 iterations are performed on 
randomly selected test and train sets to generalize 
the result obtaine 
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3.2 Accuracy Tables 
1. Credit Card Data Set 
 
Data Set 

Used 
No Of 

Instances 
No Of 

Attributes 
No 

of 
classes 

credit card 
 clients 

2000 24 2 

 
Accuracy recorded for Credit Data Set 

Instance KNN 

 Accuracy 

Modified KNN 

 Accuracy 

1 63.58974359 70.67307692 

2 70.6185567 70 

3 73.65853659 73.42995169 

4 70.58823529 72.37569061 

5 65.87677725 72.51184834 

6 63.82978723 72.63681592 

7 73.76237624 69.3877551 

8 69.56521739 73.97959184 

9 75.52083333 75.6097561 

10 64.79591837 71.11111111 

Average: 69.1805982 72.17155976 

 
 

2.Soybean Data Set 
Data Set 

Used 
No Of 

Instances 
No Of 

Attributes 
No 

of 
classes 

Soybean 307 35 19 

 

Accuracy recorded for Soyabean Data Set 

In-
stance 

KNN 
 Accuracy 

Modified 
KNN 

 Accuracy 
1 86.6666666

7 
83.33333333 

2 93.1034482
8 

84.84848485 

3 80 92.85714286 

4 86.2068965
5 

88.46153846 

5 85 92.10526316 

6 76.4705882
4 

91.66666667 

7 86.6666666
7 

84.375 

8 72.2222222
2 

92 

9 92 91.89189189 

10 96.875 86.20689655 

Aver-
age 

85.5211488
6 

88.77462178 

 
3. Teaching Assitant Data Set 
 
Data Set Used No Of 

Instances 
No Of 

Attributes 
No 

of clas-
ses 

Teaching 
 Assistant  
Evaluation 

151 5 2 

 
Accuracy  Recorded For Teaching Assitant Evalu-

taion Data Set 
 
In-

stance 
KNN 
 Accuracy 

Modified 
KNN  

Accuracy 
1 30 78.57142857 

2 47.058823
53 

70 

3 33.333333
33 

53.84615385 

4 55.555555
56 

44.44444444 

5 47.058823
53 

47.05882353 

6 25 60 

7 63.636363
64 

78.57142857 

8 46.153846
15 

45.45454545 

9 50 55 

10 20 57.89473684 

Aver-
age: 

41.779674
57 

59.08415613 

 
4.Iris Data Set 
 
Data Set 

Used 
No Of 

Instances 
No Of 

Attributes 
No 

of 
classes 

Iris  150 4 3 

 
Accuracy  Recorded for Iris data Set 
In-

stance 
KNN  
Accuracy 

Modified KNN  
Accuracy 

1 100 100 

2 93.75 93.75 

3 90.476190
48 

94.73684211 

4 92.857142
86 

100 

5 100 100 

6 86.666666
67 

100 
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7 100 100 

8 90 89.47368421 

9 100 100 

10 93.333333
33 

100 

Aver-
age: 

94.708333
33 

97.79605263 

 
 

From the above tables it is evident that the proposed 
modified KNN has significant improvement in aver-
age accuracy of prediction for new tuples.Another 
point that should be noted is modified KNN has bet-
ter result than KNN in almost 90% of the instanc-
es.We have run these algorithms for data set with 
different number of attributes , instances and classes 
and obtained favourable results. 

Graphical view of the above mentioned results can 
be seen in appendix-A. 

 
3.3Graph 

Graph showing comparison of average accuracy 
of KNN and modified KNN on the four data 
sets.(Fig 1) 
All the other graphs are attached at the end of the 
paper. 

(Please see appendix A) 
 
FIG 1.Comparision Of KNN and Modified KN 

4   Conclusion 

In this paper, a new algorithm for improving the 

performance of KNN classifier is proposed which is 

called Modified K-Nearest Neighbor. The proposed 

method which considerably improves the perfor-

mance of KNN method employs a kind of prepro-

cessing on train data. It adds a new value named Va-

lidity to train samples which cause to more infor-

mation about the situation of training data samples in 

the feature space. The validity takes into accounts 

the value of stability and robustness of the any train 

samples regarding with its neighbors.Applying the 

weighted KNN which employs validity as the multi-

plication factor along with the Euclidian diatance of 

the new tuple and  its neighbours yields to more ro-

bust classification rather than simple KNN method, 

efficiently. The method evaluated on four different 

data sets: Credit Card Details, Soyabean, Teaching 

Assistant, Iris . The results confirm authors' claim 

about its robustness and accurateness unanimously. 

So this method is better in noisy datasets and also in 

the case of outliers. Since the outliers usually gain 

low value of validity, it considerably yields to ro-

bustness of the MKNN method facing with outliers. 
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APPENDIX-A 

Graph showing results for different algorithms for 

1.Iris Data Set 

 

 

 

2.Credit Data Set 

1 2 3 4 5 6 7 8 9 10

KNN Accuracy 100 93.7590.4892.86 100 86.67 100 90 100 93.33

Modified KNN Accuracy 100 93.7594.74 100 100 100 100 89.47 100 100
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3.Teaching Assistant Data Set 

 

 

1 2 3 4 5 6 7 8 9 10

KNN Accuracy 63.5970.61973.65970.58865.87763.8373.76269.56575.52164.796

Modified KNN Accuracy70.673 70 73.4372.37672.51272.63769.38873.9875.6171.111
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4.Soyabean Data Set 
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