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Abstract 

Extreme Learning Machine (ELM) and Regularized Extreme Learning Machine (RELM) have advantages 

of fast training speed and good generalization. However, ELM/RELM often needs numerous number of 

hidden layer nodes to get better performance. The superabundant nodes in hidden layer maybe lead to low 

running speed. Thus it is not feasible to use ELM in some fields that require high speed algorithms. 

Therefore, in this paper, we propose an Improved ELM/RELM Optimized based on Chaos Particle Swarm 

Optimization (CPSO-ELM/RELM) to reduce the number of hidden layer nodes, but still maintain a 

desirable accuracy. At the same time, it lowers the running speed compared with other algorithms. To verify 

the application of this method, we design numerous experiments for ELM and RRELM. Their simulation 

shows that the approach improves the speed of the algorithms, and the accuracy is still high. This makes it 

possible to use improved CPSO-ELM/RELM in some system with high real-time requirements. 

Keywords: extreme learning machine; Regularized Extreme Learning Machine; particle swarm optimization 

algorithm; running speed 

1. Introduction 

1.1 Extreme Learning Machine (ELM) 

Traditional feedforward neural networks such as BP neural network has the disadvantages of slow training 

speed, bad generalization and easy to fall into local minimum solution, etc. It may take a lot of time to train 

but get unsatisfactory results. So, Huang et al proposed a new type of feedforward neural network called 

extreme learning machine to solve such problems[1]. Unlike BP[2], it randomly generates the input matrix 

and bias matrix of hidden layer, and there is no adjustment during the training process. Only need to set the 

number of nodes in the hidden layer. Compared with BP, its training speed and generalization are greatly 

improved so it can be widely used in many fields such as medicine, face recognition and regression analysis.  

 

1.2 Regularized Extreme Learning Machine(RELM) 

Since the method of regularization was proposed[3], it has become one of the core concepts of neural 

networks and machine learning algorithms. DENG et al. applied the regularization method to the ELM[4]. 

RELM keeps the advantage of fast training speed and can achieve the better performance. 

1.3 PSO-ELM/RELM 

Due to the random parameters (number of hidden layer nodes, input matrix and bias matrix of hidden layer), 

the stability of ELM/RELM is poor. To improve it, some researchers propose that using Particle Swarm 
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Optimization (PSO) algorithm to optimize these random parameters can promote the stability and accuracy 

of the results[5][6].  

 

However, to some which already have the good performance, PSO-ELM/RELM can’t obviously improve its 

stability and accuracy. So, we try to improve its running speed. But ELM/RELM usually need a large of 

number of hidden layer nodes to get a good performance, which will greatly increase the complexity of the 

network structure and take up much time to get the results. Based on this problem, we propose a method to 

solve it. First, to reduce the number of hidden layer nodes and promote the speed of ELM/RELM, we use the 

empirical formula 𝐿 = √𝑛 + 𝑚 + 𝜔 to select 𝐿(the number of hidden layer nodes). Where 𝑛 is the 

number of input layer nodes, 𝑚 is the number of output layer nodes, and 1 ≤ 𝜔 ≤ 10 is a random 

number[7]. (For ELM and RELM, the number of hidden layer nodes selected by the empirical formula is 

usually less than the best solution which is obtained by CPSO algorithm, whose purpose is to reduce the 

number. And its accuracy is slow. These will be proved in section 4). Second, because of the low precision 

caused by the reduction of number of hidden layer nodes, we use CPSO algorithm to optimize the input 

matrix and bias matrix of hidden layer to improve the accuracy of the results. Through the above steps, we 

can get the model, improved CPSO-ELM/RELM, which has the less hidden layer nodes, faster speed and 

high enough accuracy and make it possible to solve those problems that require both precision and 

timeliness.  

There is two main contributions in this paper. We propose Improved CPSO-ELM/RELM algorithms. First, 

the number of hidden layer nodes can be reduced through 𝐿 = √𝑛 + 𝑚 + 𝜔 instead of PSO algorithm, but 

still maintain a relatively high accuracy. Second, the algorithms obviously promote running speed based on a 

relatively high accuracy.  

The rest of the paper is organized as follows: In Section 2, we will introduce ELM, RELM, PSO and CPSO. 

Section 3 presents the system model and algorithm steps. Finally, we give simulation results in the Section 4. 

2. Related Works 

Generally speaking, ELM is used for classification and regression in many fields[8]. And RELM continues 

to improve ELM to make it have a better generalization and accuracy. PSO and CPSO can further improve 

the performance of ELM/RELM. In this section, we will introduce the theory and algorithm formulas of 

ELM, RELM and algorithm steps first. Then PSO and CPSO will be introduced. 

 

2.1 ELM and its Specific Algorithm Formulas 

Extreme Learning Machine (ELM) is a kind of machine learning algorithm based on feedforward neuron 

network. Its main feature is that the hidden layer parameters can be random or artificially given and do not 

need to be adjusted. The learning process only needs to calculate the output weight. ELM has the advantages 

of high learning efficiency and strong generalization ability, and is widely used in classification, regression, 

clustering, feature learning and other fields. Compared with the traditional algorithms such as BP neural 

networks, ELM algorithm has advantages of faster learning speed and better generalization performance. 

The model of ELM is shown as follow: 
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Figure 1 feedforward neural network model 

Supposing there is a training set with N samples, the input matrix and output matrix are as follow: 

𝑋 =  [

𝑥11 𝑥12

𝑥21 𝑥22

    … 𝑥1𝑁

    … 𝑥2𝑁

⋮ ⋮
𝑥𝑛1 𝑥𝑛2

    ⋱ ⋮
    … 𝑥𝑛𝑁

]

𝑛×𝑁

                    (1) 

𝑌 =  [

𝑦11 𝑦12

𝑦21 𝑦22

    … 𝑦1𝑁

    … 𝑦2𝑁

⋮ ⋮
𝑦𝑚1 𝑦𝑚1

    ⋱ ⋮
    … 𝑦𝑚𝑁

]

𝑚×𝑁

                   (2) 

Where 𝑋 and 𝑌 represent input matrix and output matrix respectively. 

Assuming that connection weight matrix between the input layer and the hidden layer is W: 

𝑊 =  [

𝑤11 𝑤12    … 𝑤1𝑛

𝑤21 𝑤22    … 𝑤2𝑛

⋮ ⋮
𝑤𝐿1 𝑤𝐿2

    ⋱ ⋮
    … 𝑤𝐿𝑛

]

𝐿×𝑛

                   (3) 

Where 𝑤𝑖𝑗 is the connection weight between the i-th node of the hidden layer and the j-th node of the input 

layer. 

The connection weight matrix between the hidden layer and the output layer is 𝛽: 

𝛽 =  [

𝛽11 𝛽12

𝛽21 𝛽22

    … 𝛽1𝑚

    … 𝛽2𝑚

⋮ ⋮
𝛽𝐿1 𝛽𝐿2

    ⋱ ⋮
    … 𝛽𝐿𝑚

]

𝐿×𝑚

                    (4) 

Where 𝛽𝑖𝑗 represents the connection weight between the i-th node of the hidden layer and the j-th node of 

the output layer. 

Supposing the bias weight matrix is 𝑏: 

𝑏 =  [

𝑏1

𝑏2

⋮
𝑏𝐿

]

𝐿×1

                          (5) 

Suppose that the activation function of the hidden layer is 𝑔(𝑥). Through the calculation formula of 

feedforward neuron network and Figure 1, we can obtain the hidden layer output matrix is: 
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𝐻 =  [

𝑔(𝑤1𝑥1 + 𝑏1) 𝑔(𝑤2𝑥1 + 𝑏2)
𝑔(𝑤1𝑥2 + 𝑏1) 𝑔(𝑤2𝑥2 + 𝑏2)

    … 𝑔(𝑤𝐿𝑥1 + 𝑏𝐿)
    … 𝑔(𝑤𝐿𝑥2 + 𝑏𝐿)

⋮ ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) 𝑔(𝑤2𝑥𝑁 + 𝑏2)

    ⋱ ⋮
    … 𝑔(𝑤𝐿𝑥𝑁 + 𝑏𝐿)

]

𝑁×𝐿

      (6) 

In order to minimize the error between the actual calculated value 𝐻𝛽 and the target value 𝑌𝑇, we can get: 

𝛽 = 𝑚𝑖𝑛𝛽‖𝐻𝛽 − 𝑌𝑇‖                     (7) 

So, the connection matrix between the hidden layer and the output layer is: 

                               𝛽 = 𝐻+𝑌𝑇                           (8) 

Where 𝐻+ represents the Moore-Penrose generalized inverse matrix of the hidden layer output matrix H. 

 

2.2 RELM and its Specific Algorithm Formulas 

Since the method of regularization was proposed, it has become the one of the most popular method in the 

field of machine learning [9]. ELM is based on Empirical Risk Minimization (ERM) principle and so it 

tends to overfit. According to statistical learning theory, to make ELM have better generalization, we should 

consider both Structural Risk Minimization (SRM) and ERM. The model should have the best trade-off 

between the two risks. RELM is mainly by weighting the most small squares evaluation loss function to 

obtain output weight: 

𝑚𝑖𝑛
𝛽

𝑓(𝛽) = ‖𝐻𝛽 − 𝑌‖2 + 𝐶‖𝛽‖2                 (9) 

Where 𝐶 > 0 is the compromise between ‖𝐻𝛽 − 𝑌‖2 and ‖𝛽‖2. ‖𝐻𝛽 − 𝑌‖2 and ‖𝛽‖2 are ERM and 

SRM respectively. Differentiate for 𝛽: 

∂𝑓(𝛽)

∂β
= −2𝐻𝑇(𝑌 − 𝐻𝛽) + 2𝐶𝛽                  (10) 

Let the derivative equal 0: 

2𝐻𝑇𝐻𝛽 − 2𝐻𝑇𝑌 + 2𝐶𝛽 = 0                  (11) 

We can get: 

(𝐶𝐼 + 𝐻𝑇𝐻)𝛽 = 𝐻𝑇𝑌                      (12) 

So the connection weight matrix between hidden layer and output layer can be expressed as: 

𝛽 = {
(𝐶𝐼 + 𝐻𝑇𝐻)−1𝐻𝑇𝑌,   𝑁 ≥ 𝐿

𝐻𝑇(𝐶𝐼 + 𝐻𝑇𝐻)−1𝑌,   𝑁 < 𝐿
               (13) 

                

2.3 ELM/RELM Algorithm Steps 

The above introduces the basic theory of ELM and RELM. The following content will present the algorithm 

steps. 

1. Randomly generating connection weight matrix between the input layer and the hidden layer 𝑊 and bias 

matrix 𝑏. 

2. Calculating hidden layer output matrix H by Eq(6). 

3. Obtaining connection weight matrix between the hidden layer and the output layer 𝛽 by Eq(8) or Eq(13). 

4. Through above steps, we can get the model of ELM/RELM.  

 

PSO algorithm is a global optimization algorithm. It has the edge of fast convergence speed, which makes it 

feasible to be used to solve the high dimensional problem. However, PSO algorithm is easy to fall into local 

optimal solution. Therefore, chaos algorithm is introduced to help PSO algorithm search global optimal 

solution, which called CPSO algorithm. PSO and CPSO algorithm will be introduced as follow. 
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2.4 PSO and its Specific Algorithm Formulas 

PSO is an evolutionary computation that was proposed in 1995 by Dr. Eberhart and Dr. Kennedy from a 

behavioral study of predation of birds. The algorithm was originally inspired by the regularity of the bird 

cluster activity, and then a simplified model built using group intelligence. Based on the observation of the 

activity behavior of animal clusters, the particle swarm optimization algorithm uses the individual's sharing 

of information in the group to make the movement of the whole group in the problem solving space from the 

disordered to the orderly evolution process, so as to obtain the optimal solution. All particle has only two 

properties: velocity v and position x, velocity is the speed of every particle, and position represents the place 

of every particle. Each particle searches for the optimal solution separately in the search space and records it 

as the current individual optimal value 𝑃𝑏𝑒𝑠𝑡, and shares the individual optimal value with other particles to 

find the current global optimal solution 𝐺𝑏𝑒𝑠𝑡. All particles in the particle swarm adjust their velocity and 

position according to 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡. After velocity and position of each particle are updated, the velocity 

and position of this particle need to be limited to avoid exceeding the search range[10][11]. 

The speed update formula for the d-th dimension of particle i: 

𝑉𝑖𝑑
𝑘+1 = 𝜔𝑉𝑖𝑑

𝑘 + 𝑐1𝑟1(𝑃𝑖𝑑
𝑘 − 𝑋𝑖𝑑

𝑘 ) + 𝑐2𝑟2(𝑃𝑔𝑑
𝑘 − 𝑋𝑖𝑑

𝑘 )          (14) 

Where 𝑐1 and 𝑐2 are the acceleration constants. 𝑟1 and 𝑟2 are the random numbers from 0 to 1. ω is the 

inertia factor. 𝑃𝑖𝑑
𝑘  is the current individual optimal value, and 𝑃𝑔𝑑

𝑘  is current global optimal solution. 

The position update formula for the d-th dimension of particle i: 

𝑋𝑖𝑑
𝑘+1 = 𝑋𝑖𝑑

𝑘 + 𝑉𝑖𝑑
𝑘                          (15) 

 

2.5 CPSO and its Specific Algorithm Formulas 

2.5.1 Chaos Algorithm 

Chaos is a characteristic of a nonlinear system. It demonstrates the dependence on initial conditions and the 

infinitely unstable periodic motion. Due to its non-repetitive nature, it can perform a comprehensive search. 

Chaos algorithm is usually used in conjunction with other optimization algorithms to obtain the global 

solution. The following gives a rule of chaotic motion, the formulas to map from particle to chaotic variable 

is: 

𝑐𝑥𝑖
1 = (𝑥𝑖 − 𝑝𝑚𝑖𝑛)(𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛)              (16) 

Where 𝑐𝑥𝑖
1 is the chaotic variable of i-th particle, 𝑥𝑖 is i-th particle, 𝑝𝑚𝑖𝑛 is the minimum value of 

searching area, 𝑝𝑚𝑎𝑥 is the maximum value of the searching area.  

𝑐𝑥𝑖
(𝑘+1)

= 4𝑐𝑥𝑖
𝑘(1 − 𝑐𝑥𝑖

𝑘)                   (17) 

Where 𝑐𝑥𝑖
𝑘 is the value of 𝑐𝑥𝑖

1 after chaotic motion in step k. 

The way to map from chaotic variable to 𝑥𝑖 is: 

𝑥𝑖 = 𝑝𝑚𝑖𝑛 + 𝑐𝑥𝑖(𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛)                 (18) 

 

2.5.2 CPSO Algorithm Theory and Steps 

Traditional PSO algorithm has the disadvantage of being easily trapped in local optimal solution. When a 

particle find a good solution, other particles will be attracted to approach it, which makes it difficult to jump 

out of the current optimal solution. In another word, it is easy to fall into local optimal solution. To solve this 

problem, CPSO is proposed. When there are too many particles accumulating together, chaos algorithm will 

disrupt these particle by Eq(16), Eq(17) and Eq(18). Then comparing the particles after disruption with 

particles before disruption(new particles and original particles), if the fitness of new is better than the 

original, replacing the original with the new, otherwise, reserve the original. It makes the position of 
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particles not only be adjusted by Eq(14) and Eq(15) but also by chaotic motion, which can ensure population 

diversity and the convergence rate both and makes every particle try to traverse the entire searching area to 

obtain the global optimal solution[12]. The specific algorithm steps are as follow: 

1. Generating the particles as stated in 2.4. 

2. Changing their velocity v and position x by Eq(14) and Eq(15). 

3. Judging if there is no obvious change to 𝐺𝑏𝑒𝑠𝑡 in the last 10 iterations. If not, perform 4, otherwise, do 

as follow: 

① Mapping the position of original space to chaotic space by Eq(16) 

② Adjusting the position of every particle by Eq(17). 

③ Mapping the position of chaotic space to original space by Eq(18). 

④ Updating the new population. 

4. Determining if the output condition is met, if not, return to 2, otherwise, output the results. 

3. Algorithm Steps 

As mentioned above, the ELM/RELM needs too many hidden layer nodes to get the good performance and 

so, the speed is slow. Therefore, we use the empirical formula 𝐿 = √𝑛 + 𝑚 + 𝜔 to select the number of 

hidden layer nodes, which can reduce the number of hidden layer nodes and boost speed. However, when 

the number of hidden layer nodes is too little, the performance of ELM/RELM will be bad. Thus, we use 

CPSO algorithm to optimize the random parameters, input matrix and bias matrix. It can greatly improve the 

stability and accuracy of the results. Through above steps, we can get the model with faster speed and the 

high precision enough. 

 

3.1 Experiments Method 

To prove that this method is suitable for both ELM and RELM, we use ELM and RELM to do the 

experiments separately. First, we divide data sets into three parts. One is the training set and the others are 

two testing sets. The first testing set 𝑇𝑡𝑒𝑠𝑡1 is used to adjust the parameters with CPSO algorithm, and the 

second testing set 𝑇𝑡𝑒𝑠𝑡2 is used to calculate the accuracy of results. Second, we use empirical formula 

𝐿 = √𝑛 + 𝑚 + 𝜔 and CPSO algorithm to select the number of hidden layer nodes separately. Finally, input 

matrix and bias matrix will be optimized by CPSO algorithm. We call the model whose number of hidden 

layer nodes is chosen by CPSO algorithm CPSO-ELM/RELM, and another is called improved 

CPSO-ELM/RELM.  

 

3.2 Pseudo Code 

3.2.1 Pseudo Code of Improved CPSO-ELM/RELM 

It’s worth noticing that because the data set is too small, we perform 100 experiments and randomly divide 

the training set and testing set before every experiment. Because when the number of hidden layer nodes is 

optimized, input matrix and bias matrix of hidden layer are random, training set and testing set are also 

randomly divided, so the result is random. Based on this problem, for each particle, we will do 50 

experiments and use their sum as the fitness. However, when the input matrix and bias matrix of hidden 

layer are optimized, although the number of hidden layer nodes is determined, the division of training set 

and testing set are still random. And so, for each particle, we also need to do more than one experiment. For 

the speed of calculation, we set it to 3. 
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Improved CPSO-ELM/RELM 

1. Dividing the training set and double testing set. 

2. Using empirical formula 𝐿 = √𝑛 + 𝑚 + 𝜔 to select the number of hidden layer nodes. 

3. Using training set and first testing set to optimize the input matrix and output matrix of hidden layer with 

CPSO algorithm(Input matrix and output matrix of hidden layer is seen as a particle): 

① Initialize important parameters(𝑐1, 𝑐2, ω, M) and normalize the input of training set and testing set. 

② Calculating fitness of all particles, the steps are as follow: 

for j = 1:M 

  𝜌𝑗 =0; 

  for i = 1:3 

  Randomly disrupting the training set and first testing set. 

Calculating accuracy followed by 2.3, record as ε; 

𝜌𝑗 = 𝜌𝑗 + 𝜀;  

end 

③ ρ is the fitness of particles. Calculating 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡, updating the velocity and position of the 

particles according to (14) and (15). And limit the velocity and position of the particles. 

④ Calculating the fitness of new particles and update 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡. 

⑤ Operating the particles as described in 2.5.2. 

⑥ If 𝐺𝑏𝑒𝑠𝑡 does not change after 10 iterations, it will jump out of the loop,    otherwise, return to ②. 

4. Through the above step, we can get the model of improved CPSO-ELM/RELM. 

 

3.2.2 Pseudo Code of CPSO-ELM/RELM 

CPSO-ELM/RELM 

1. Dividing the training set and double testing set. 

2. Using training set and first testing set to optimize the number of hidden layer nodes with CPSO 

algorithm(The number of hidden layer nodes is seen as a particle): 

① Initialize important parameters(𝑐1, 𝑐2, ω, M) and normalize the input of  training set and testing set.  

②  Calculating fitness of all particles, the steps are as follow: 

for j = 1:M 

𝜌𝑗 =0;  

for i = 1:50 

  Randomly disrupting the training set and first testing set. 

Calculating accuracy, record as ε; 

𝜌𝑗 = 𝜌𝑗 + 𝜀;  

𝑒𝑛𝑑  

③ ρ is the fitness of particles. Calculating 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡, updating the velocity and position of the 
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particles according to (14) and (15). And limit the velocity and position of the particles. 

④ Calculating the fitness of new particles and update 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡. 

⑤ Operating the particles as described in 2.5.2. 

⑥ If 𝐺𝑏𝑒𝑠𝑡 does not change after 10 iterations, it will jump out of the loop, otherwise, return to ②. 

3. Refer 3.2.1 to optimize input matrix and bias matrix of hidden layer. 

4. Through the above step, we can get the model of CPSO-ELM/RELM. 

 

4. Simulation And Results 

In this section, we will introduce the simulation environment, important parameter settings and final results. 

Final results will be divided into two parts. First part is going to give the accuracy of ELM/RELM, 

CPSO-ELM/RELM and improved CPSO-ELM/RELM. And second part will give the results of the running 

time of ELM/RELM, CPSO-ELM/RELM and improved CPSO-ELM/RELM. We will compare the results 

and display them in the form of pictures and tables. 

 

4.1 Simulation Environment and Important Parameter Settings.  

The simulation environment is in MATLAB, and the important parameter settings are as follow (They are 

set based on empirical values): 

Table 1 The settings of important parameter 

parameter value 

𝑐1 2.05 

𝑐2 2.05 

ω 1 

 

4.2 The Results of Accuracy of ELM/RELM, CPSO-ELM/RELM and Improved CPSO-ELM/RELM. 

From data information above, we can see that the number of input layer nodes is 9 and the number of output 

layer nodes is 1. So we can get that for ELM/RELM and improved CPSO-ELM/RELM. We select the 

number of hidden layer as 13 according to 𝐿 = √𝑛 + 𝑚 + 𝜔. For CPSO-ELM/RELM, we use 3.2.2 to 

obtain the number. From the simulation results, the number of hidden layer nodes of CPSO-ELM/RELM is 

77, 324. After getting the number, we do the experiments following section 3. In order to eliminate the 

effects of too small data setting and acquire the more accurate results, we do 100 experiments and disrupting 

the training set and testing set for every experiment. The results are shown as follow: 
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Figure 2 Accuracy results obtained by ELM, CPSO-ELM and improved CPSO-ELM 

 

 

Figure 3 Accuracy results obtained by RELM, CPSO-RELM and improved CPSO-RELM 

 

Table 1 Average accuracy results obtained by ELM, CPSO-ELM and improved CPSO-ELM 

Condition Average accuracy  

ELM 95.65% 

CPSO-ELM 97.59% 

Improved CPSO-ELM 97.48% 

 

Table 2 Average accuracy obtained by RELM, CPSO-RELM and improved CPSO-RELM 
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Condition Average accuracy  

RELM 95.41% 

CPSO-RELM 98.16% 

Improved CPSO-RELM 97.73% 

 

We can see from the figures and tables above that CPSO-ELM/RELM and improved CPSO-ELM/RELM 

tend to have obvious higher accuracy and stability than ELM/RELM. However, for CPSO-ELM/RELM and 

improved CPSO-ELM/RELM, their accuracy have no obvious difference. 

 

4.3 The Results of Running Time of ELM/RELM, CPSO-ELM/RELM and improved 

CPSO-ELM/RELM. 

To prove that this method can promote running speed, we test running time of ELM/RELM, 

CPSO-ELM/RELM and improved CPSO-ELM/RELM. However, because the amount of data is too small, 

the running time will be effected to a large of extend. Therefore, we copy the data into 10 copies, which will 

be seen as the final testing data. We put it into the models and record running time. To ensure the precision 

of data, we do 100 experiments and use average value as the final results. The results are shown as follow: 

 

Table 3 Running time of ELM, CPSO-ELM and improved CPSO-ELM 

Algorithm Number of hidden layer 

nodes 

Running time(s) 

ELM, CPSO-ELM 77 0.0468 

Improved CPSO-ELM 13 0.0341 

 

Table 4 Running time of RELM, CPSO-RELM and improved CPSO-RELM 

Algorithm Number of hidden layer 

nodes 

Running time(s) 

RELM, CPSO-RELM 324 0.0894 

Improved CPSO-RELM 13 0.0342 

 

The above table shows that the number of hidden layer nodes selected by CPSO algorithm is much more 

than by 𝐿 = √𝑛 + 𝑚 + 𝜔. Combining 4.2 for analysis, we can see that the accuracy of CPSO-ELM/RELM 

and improved CPSO-ELM/RELM have no obvious difference. But the running time of improved 

ELM/RELM is much less than CPSO-ELM/RELM, which means we can use this method to reduce running 

time and keep high precision in some fields that need timeliness. 

5. Conclusions 

In this paper, we propose a method to reduce the number of hidden layer nodes to get faster speed and keep 

high accuracy at the same time. ELM/RELM, CPSO-ELM/RELM and improved CPSO-ELM/RELM are 

used in the experiments. Through the simulation results, for ELM, we can see that the accuracy of 

CPSO-ELM is 1.94% more than ELM while it is 0.11% more than improved ELM. The speed of improved 

CPSO-ELM is 1.37 times faster than CPSO-ELM. And for RELM, the results show that the accuracy of 

CPSO-RELM is 2.75% more than RELM while it is 0.43% more than improved CPSO-RELM. The speed of 

improved CPSO-RELM is 2.61 times faster than CPSO-RELM. The above data indicate that for both ELM 

and RELM, this method can effectively promote the speed and reach high accuracy, which will make it more 

feasible to be used in some fields that require timeliness such as images recognition[13], Speech recognition 
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and Unmanned aerial vehicle driving technology. 
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