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Abstract 

 
Data mining facilitates the discovery of unrevealed trends from huge datasets. Data warehouse is a key technology for complex data analysis 

automatic knowledge extraction and decision making. Multi-dimensional database permits the data for efficient and appropriate storage. The 

dimensional table holds all different attributes and dimensions. Detecting the hidden association between the items are limited in OLAP. 

Researchers have proposed many ideas to reduce the limitations. This paper presents an approach called Association rule classification for 

Multi-Dimensional dataset. This proposed work detects the hidden association form OLAP and also categorize the rule sets effectively. 
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1. Introduction 
Data mining facilitates the discovery of unrevealed trends 

from large dataset. Data warehousing provides primary and 

interactive analysis of data through the use of different data 

aggregation methods. Data mining and warehousing are the 

key technologies which made important contributions in the 

field of knowledge discovery. A huge range of data mining 

techniques has made significant improvements in 

knowledge discovery from various domain. OLAP tool used 

in multidimensional analysis and organizers 

multidimensional cubes based on this dimensional model. 

OLAP achieves different operations on the data which 

stored in multi-dimensional database. Association rule is a 

data mining method used to determine interesting patterns 

and correlations between there it is a descriptive techniques 

to discover data which identity relationships between values 

in a database. The association rule extraction process is 

divided into two phases such as 

 Determine frequent itemsets 

 Build the association rules using obtained frequent 

itemsets.   

 

This approach defines an interesting measure that is used to 

prepare the rule set. The association is found between 

elements in the similar dimension using additional 

dimension to compute the support called intra-dimension 

association. 

The association hold between elements in different 

dimensions called Inter dimension association. Hybrid 

association rules inter and intra dimension association. It 

generates frequent predicates. Data cube structure describes 

relations at the lowest abstraction level. Interesting measure 

used to dimension the certain problems of confident while 

measuring the quality of rules. However, the different 

abstraction levels do not control the redundant association.   

 

Rest of this paper is structured as follows. Research works 

related to Risk Assessment are discussed in Section2. 

Detailed explanations of implementing Prediction Algorithm 

presented in section 3. finally section 4 concludes this 

research work. 

 

2. Related Work 
Credit Risk evaluation is an interesting 

management problem in financial structure. Francesca.et.al 

proposed hazard model for predicting loan population which 

involves different probability of risk factors. Probability is 

modeled into two groups such as good and bad borrowers 

[1]. 

Zakrzewska.et.al proposed a technique allows building of 

different rules for different type of customers; each 

applicant is assigned to similar group of concerned part 

[2].Bhasin.et.al presented a model to extract efficient 

information from existing data and enables the system to 

make better decisions [3]. 

 

 

3. Association Rule for classifying Multi-

Dimensional data 
 

Multi-dimensional schema is generated by combining 

hierarchical and multi dimensional scaling techniques. It 

needs to identity the significant variables which defines the 

data splitting. Additionally, ranking nominal and numerical 

variables in each cluster by comparing the neighbouring 

clusters. It creates a candidate schema with high ranked 

dimensions and measures. This algorithm presents the multi-

dimensional schema design for diversing association rules. 

Highest ranked dimensions and facts present in Multi-

dimensional schema is to be used to built data cube which 

mines the effective association rule based on the importance 

among the rules. The following figure shows the main steps 

involved in proposed work. 

 

http://www.ijecs.in/


DOI: 10.18535/ijecs/v5i2.12 
 

Dr. K.Kavitha, IJECS Volume 05 Issue 2 February 2016 Page No.15731-15733 Page 15732 

 
 

 

Dataset is initially pre-processed to attain the highest 

quality. It is used to remove the unnecessary dates in the 

dataset. 

 

 

Algorithm 

 

Input: Sample dataset 

Output: Interesting Rules  

Step 1: Ranking Attributes 

            Attributes Categorization (Numeric and nominal) 

            Rank Numeric attribute by Eigen value 

            Rank Nominal attribute by Information given 

Step 2: Multi Dimensional schema 

            Grouping N & No attributes 

            MD Schema Formation 

Step 3: Categorise Data cubes based on Ranking 

             Fix threshold 

             Apply OLAP operation 

Step 4: Association Rule generating  

            Find support, confidence weight Identify Interesting 

Measures.  

Step 5: Classification of Interested Rules 

              Calculate mean for rule set 

              Categorize the rules based on mean value and 

weight into high, medium and low. 

 

Conclusion 
 

The proposed approaches generates multi-dimensional 

schema and AR algorithm for classifying Interesting rules, 

Multi-dimensional schema is formulated with Informative 

data cubes. It filters unnecessary dimensional and facts from 

initial database. This method extracts more interesting 

Association Rules. Prediction accuracy of interesting rules is 

higher than the rules generated from existing methods. 
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