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ABSTRACT:  

Cloud computing is a ideal for enabling convenient, on-demand web admission to a public pool of configurable computing 

resources. To furnish cloud computing services frugally, it is vital to optimize resource allocation below assumption that the 

wanted resource can be seized from a public resource pool. In supplement, to be able to furnish processing ability and storage 

capacity, it is vital to allocate bandwidth to admission them at the alike time. This paper proposes an optimal resource allocation 

process for cloud computing environments. 
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I. Introduction 

Cloud Computing, long-held dream of computing as a utility, 

has the potential to transform a big part of the IT industry, 

creation software even extra attractive as a service and 

shaping the method IT hardware is designed and purchased. 

Developers with innovative ideas for new Internet services no 

longer require the large capital out lays in hardware to deploy 

their service or the human expense to perate it. They need not 

be concerned about over provisioning for a service whose 

popularity does not meet their predictions, 

Moreover, companies with big batch-oriented tasks can get 

results as quickly as their programs can scale, since using 

1000 servers for one hour costs no further than using one 

server for 1000 hours. This elasticity of resources, without 

paying a premium for big scale, is unprecedented in the 

history of IT. Cloud Computing refers to both applications 

delivered as services over the Internet and the hardware and 

systems software in the datacenters that provide those 

services. The services themselves have long been referred to 

as Software as a Service (SaaS). The datacenter hardware and 

software is what we will call a Cloud. When a Cloud is made 

available in a pay-as-you-go manner to general public, we 

call it a Public Cloud; service being sold is Utility 

Computing. We use the term Private Cloud to refer to internal 

datacenters of a business and furtherorganization, not made 

available to general public. Thus, Cloud Computing is sum of 

SaaS and Utility Computing, but does not include Private 

Clouds. People can be users and providers of SaaS, and users 

and providers of Utility Computing. We focus on 

SaaSProviders[2] (Cloud Users) and Cloud Providers, which 

have received less attention than SaaS Users. Cloud 

computing is a model for enabling ubiquitous and 

convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g., networks, servers, 

storage, applications, and services) that can be rapidly 

provisioned and released with minimal organization effort 

and service giver interaction. This cloud model is composed 

of five essential characteristics, three service models, four 

deployment models. 

 

Figure 1: Cloud Platform on the web 

The rest of the paper is organized as follows. Section II 

outlines Essential Characteristics Cloud Platform. Cloud 

Service Platform explains in Section III. The Proposed 

Methodology is analyzed in Section V. The conclusions are 

given in Section VI. 
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II. Essential Characteristics 

 On demand self-service:-A consumer can unilaterally 

provision computing capabilities, such as server time and 

network storage, as needed automatically without 

requiring person interaction with all service providers. 

 Broad network access: Capabilities are available over the 

network and accessed through standard mechanisms that 

promote use by heterogeneous thin or thick client 

platforms (e.g. mobile phones, tablets, laptops, and 

workstations). 

 Resource pooling: The provider’s computing resources 

are pooled to serve multiple consumers using a multi-

tenant model, with different physical and virtual 

resources dynamically assigned and reassigned 

according to consumer order. There is a sense of location 

independence in that the customer generally has no 

control or knowledge over exact location of the provided 

resources but may be able to specify location at a higher 

level of abstraction (e.g., country, state, or datacenter). 

Examples of resources include storage, processing, 

memory, and network bandwidth
 [5]

. 

 Rapid elasticity: Capabilities can be elastically 

provisioned and released, in some cases automatically, to 

scale rapidly outward and inward commensurate with 

demand. To consumer, the capabilities available for 

provisioning often appear to be unlimited and can be 

appropriated in any quantity at any time. 

  Measured service: Cloud systems automatically control 

and optimize resource use by leveraging metering 

capability1 at some level of abstraction appropriate to the 

type of service (e.g., storage, processing, bandwidth, and 

active user accounts). Resource usage can be monitored, 

controlled, and reported, providing transparency for 

equally provider and consumer of the utilized service 

[5,7]. 

III. Cloud Service Models 

 Software as a Service (SaaS). The capability provided to 

consumer is to use the provider’s applications running on 

a cloud infrastructure. The applications are accessible 

from various client devices through either a thin client 

interface, such as a web browser (e.g., web-based email), 

or a program interface. The consumer does not manage 

or control underlying cloud infrastructure including 

network, servers, operating systems, storage, and even 

individual application capabilities, with possible 

exception of limited userspecificapplication 

configuration settings. 

 

Fig 2  Software, Platform and Infrastructure Services 

 Platform as a Service (PaaS). The capability provided to 

the consumer is to deploy onto the cloud Infrastructure 

consumer-created or acquired applications created using 

programming. 

 Typically this is done on a pay-per-use and charge-per-

use basis. 

  A cloud infrastructure is the collection of hardware and 

software that enables five essential characteristics of 

cloud computing. The cloud infrastructure can be viewed 

as containing both a physical layer and an abstraction 

layer. The physical layer consists of hardware resources 

that are necessary to support cloud services being 

provided, and typically includes server, storage and 

network components. The abstraction layer consists of 

software deployed across the physical layer, which 

manifests essential cloud characteristics. Conceptually 

the abstraction layer sits above the physical layer. 

Languages, libraries, services, and tools supported by the 

provider. 

 The consumer does not manage and control underlying 

cloud infrastructure including network, servers, 

operating systems, and storage, but has control over 

deployed applications and possibly configuration settings 

for application-hosting environment. 

 Infrastructure as a Service (IaaS).The capability provided 

to consumer is to provision processing, storage, 

networks, and extra fundamental computing resources 

where consumer is able to deploy and run arbitrary 

software, which can include operating systems and 

applications. The consumer does not manage and control 

underlying cloud infrastructure but has control over 

operating systems, storage, and deployed applications; 

and possibly limited control of choose networking 

components (e.g., host firewalls). 

 

IV. Resource Allocation policies 

In a virtualized cloud computing background, customers may 

never know exactly where their data is stored [8]. In fact, data 

may be stored across multiple data centers in an effort to get 
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better reliability, increase performance, and offer 

redundancies. This geographic dispersion may make it more 

difficult to ascertain legal jurisdiction if disputes arise 

 

Fig3: Resource allocation Strategies 

Hence it is lacks in scalability feature of cloud computing. 

Recent studies on allocating cloud VMs for real time tasks 

focus on different aspects like infrastructures to enable real-

time tasks on VMs and selection of VMs for power 

management in the data center. But allocation of resources 

based on speed and price of different VMs in IaaS. It differs 

from extraconnected works, by allowing the user to select 

VMs and reduces cost for the user.  

V. PROPOSED WORK 

Finish time of aneffective machine indicates time taken by a 

virtual machine to successfully complete all cloud tasks in the 

cloudlet specified via the resource allocation policy. Fig 

below depicts finish time required for set of virtual machines 

to execute various task with cloudlet size increasing., as 

cloudlet size increases extra and more VMs get allocated for 

fixed set of resources and finish time also  increased, 

however the proposed algorithm works even better for given 

a set of cloudlets and VMs over a set of datacenters. 

 

Fig 4 Finish time of against other algorithms 

VM Resource Requirements 

Cloudsim offers several ways to adjust a virtual machine's 

scheme resources. It can adjust how much memory is 

allocated to a virtual machine, and you can adjust settings 

that control how physical CPU resources are allocated to 

virtual machines. These allocations depend upon underlying 

Allocation policy. 

Allocating memory 

A virtual machine's memory allocation is part of a virtual 

machine's configuration. When resource allocation policy 

creates a virtual machine, a specified quantity of memory for 

the virtual machine is used. That amount represents 

maximum amount of memory that Virtual Server makes 

available to the virtual machine while it is running. The 

system cannot modify the amount of memory unless the 

virtual machine is turned off. 

The maximum quantity of memory you can assign to a virtual 

machine is 3.6 gigabytes (GB); for x86 machines. however, 

for XEN hypervisor x64 can utilize 2^64 bytes of memory, 

depending on the available physical memory. The Memory 

Settings page for your virtual machine displays range of 

memory that you can allocate to the virtual machine, as fine 

as a recommended maximum. The high end of range is based 

on the memory available on the physical computer. 

 

Fig 5 Resource Requirement of VMs for proposed algorithm 

(blue) against other algorithms 

Resource Requirement of VMs for proposed algorithm 

against extra algorithms is compared in fig above, Resource 

Requirement of a Virtual machine indicates Resources 

required by a virtual machine to successfully complete all the 

cloud tasks in cloudlet with respect to resource allocation 

policy. Fig above clearly shows the resources required by the 

allocation policy are very low as compared to other 

approaches. 

1 2 3 4 5 6 7
0

1000

2000

3000

4000

5000

6000

7000
Vm Finish time using Resource Allocation Policy

Virtual Machines ------------>

F
in

is
h 

T
im

e 
--

--
--

--
--

--
>

1 2 3 4 5 6 7
10

1

10
2

10
3

10
4

Virtual Machines 

R
e
s
o
u
rc

e
s
 C

o
n
s
u
m

e
d

Resource Requirement of VMs



DOI: 10.18535/ijecs/v5i12.82 

 

Richa Vats, IJECS Volume 05 Issue 12 Dec., 2016 Page No.19813-19816 Page 19816 

 

Fig 6 Time for Resource Allocation for a given VM 

The figure above describes at what time a particular VM is 

allocated over a datacenter, time described above is the VM 

Allocation time. 

VI. CONCLUSION 

We have reviewed Cloud Computing, long-held dream of 

computing as a utility, has the potential to transform a big 

part of the IT industry, making software even extra attractive 

as a service and shaping way IT hardware is designed and 

purchased. Developers with innovative ideas for new Internet 

services no longer require the big capital out lays in hardware 

to deploy their service or the human expense to operate it. 

Due to its main advantages, service-oriented architecture has 

been adopted in various distributed systems, such as web 

services, grid computing systems, utility computing systems 

and cloud computing systems. In order to properly use these 

systems, especially cloud systems in various applications, 

one main challenge which must be addressed is to control the 

resource allocation and related policies to satisfy users’ 

requirements. In our Future work we will implement resource 

allocation strategies under cloud simulation framework. 
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