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Abstract: The Internet revolution has created a new way of expressing the opinion of an individual. It has become a means by 

which people openly express their views on various topics. These opinions contain useful information that can be used in many 

areas that require constant feedback from clients. The analysis of opinion and its classification into different classes of 

feelings gradually emerges as a key factor in decision-making. There has been extensive research on automatic text analysis 

for feelings such as sentiment classifiers, affects analysis, automatic survey analysis, opinion extraction, or recommendation 

systems . These methods generally attempt to extract the overall feeling revealed in a sentence or document, either positive or 

negative, or somewhere in between. However, one disadvantage of these methods is that information can be degraded, 

especially in texts where loss of information can also occur. The proposed method attempts to overcome the problem of loss of 

textual information by using well-formed training sets. In addition, the recommendation of a product or the application of a 

product according to the requirements of the user has met with the proposed method. 

Keywords: Opinion Mining, Extrinsic, Intrinsic, Candidate Feature. 

 

1. Introduction 

In the literature, various approaches to the analysis of 

feeling have been proposed. An analysis of feelings, which is 

also called a mine of opinion, is the field of study that analyzes 

people's opinions, feelings, assessments, attitudes and emotions 

toward entities such as products, services, Organizations, 

individuals, questions, events, films and topics. In early 

research identifying the overall document sense, but recently 

social media has provided a large amount of data publicly 

available on the web, so that organizations are increasingly 

interested in a sense of the people towards its products. In 

simple words, it is used to track the mood of the audience. It 

uses natural language processing and data mining techniques to 

solve the problem of extracting opinions from the text. The 

analysis of feelings can be carried out at different levels of 

granularity with different levels of detail described in [1]. The 

level of detail usually goes in determining the polarity of a 

sentence. 

Travel planning and hotel booking on the website has 

become an important business. Sharing on the Web has 

become a major tool for expressing the customer's thoughts on 

a particular product or service. In recent years, online 

discussion groups and review sites have grown rapidly (For 

example, www.tripadvisor.com) where an essential 

characteristic of a client's review is his or her overall opinion 

or opinion - for example if the exam contains words such as 

"big", "best", "nice" "," Good, "is probably a positive 

comment. While if magazines contain words like "bad", 

"poor", "horrible", "worse" is probably a negative review. 

However, the Trip Advisor rating does not express the 

customer's exact experience. Most odds are meaningless, large 

chunks of reviews fall in the range of 3.5 to 4.5 and very few 

reviews below or above. We try to transform words and 

process into quantitative measures. We extend this model with 

a supervised feeling component that is able to categorize an 

examination as positive or negative with precision. We also 

determine the polarity of the exam which evaluates the 

examination as recommended or not recommended using the 

semantic orientation. A sentence has a positive semantic 

orientation when it has good associations (eg, "excellent, 

awesome") and a negative semantic orientation when it has bad 

associations (eg, "terrible, bad"). The next step is to assign the 

given examination to a class, positive or negative, according to 

the mean semantic orientation of the sentences extracted from 

the examination. If the average is positive, the prediction is that 

the posted test is positive. Otherwise, the prediction is that the 

element is negative. 

In this paper, Sentiment Analysis uses two supervised 

machine learning algorithms: Naïve Bayes and Stanford 

Classifier to calculate accuracy (positive and negative corpus) 

and recall values (positive and negative corpus). The 

difficulties in the Analysis of feeling are a word of opinion that 

is treated as positive side can be considered negative in another 

situation. Also the degree of positivity or negativity also has a 

great impact on opinions. For example, "good" and "very 

good" cannot be treated in the same way. [2] Although the 

traditional word processor indicates that a small change in two 

pieces of text does not change the meaning of sentences. 

However, the last text mining gives the possibility of an 
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advanced analysis measuring the intensity of the word. Here is 

the point where we can evaluate the accuracy and effectiveness 

of the different algorithms [4]. The other part of the paper is 

followed by Section 2 that is used to discuss related work , 

Section 3 is used to explain our proposed work (data sets used 

in our study with the models and method process used). 

2. Related Work 

Sentiment Analysis uses natural language processing and it 

also uses information extraction that aims to get the feelings of 

the writer expressed in positive or negative comments, 

comments, questions and requests, analyzing a large number 

Of documents. In general, the analysis of feeling is aimed at 

determining the attitude of a speaker or a writer with regard to 

a given subject. In recent years, the exponential increase in 

Internet use and the exchange of public opinion is the driving 

force behind Sentiment Analysis today. DENG et al (2011) use 

sentiment analysis for the prediction of stock prices in [5]. 

Feeling classification is the task of determining whether a 

critical user is positive or negative that is similar to the 

classical binary classification problem. The classifier tries to 

rank the exam in positive or negative category. The result of 

the ranking will be the basis of the rating. With the proportion 

of positive and negative reviews, the system could provide 

scoring information to end users. Some of the early works of 

Sentiment Classification were realized by Pang and Lee [3]. 

 
Bo Pang et al. [3] present the classification of feelings using 

automatic learning techniques. For the effectiveness of 

document classification by the overall sense used Naive Bayes 

learning methods, the classification of maximum entropy and 

vector support machines. The reference base produced by man 

for the analysis of feeling has been surpassed. By machine 

learning techniques, which have experimentally demonstrated 

on the film review data. Unigrams and bigrams were used for 

classification. The movie review corpus with randomly 

selected positive feelings and negative feeling comments were 

used for the experimental setup. While the accuracy obtained 

in the sentiment classification is much lower compared to the 

categorization based on subjects. Claster et al., [4] proposed 

that micro blogs that can be used as a source of expression 

feeling that analyze twitter messages. Films recently released 

for sentiment verse were collected. The feeling analyzed on an 

organic multidimensional space derived from card self-

organization (SOM) instead of evaluating feeling through a 

one-dimensional (positive / negative) scale. In the experiment 

calculated a SOM and use it as a model to visualize the feeling. 

 
Pimwadee Chaovalit and Lina Zhou, [6] proposed the 

exploration of films using machine learning and semantic 

orientation. To classify supervised movie reviews the 

techniques of classification and classification of texts are used 

in the proposed machine learning approach. A corpus is formed 

to represent the data in the documents and all classifiers are 

formed using this corpus. Thus, the proposed technique is more 

effective. However, the automatic learning approach uses 

supervised learning, the proposed semantic orientation 

approach uses "unsupervised learning" because it does not 

require prior training to extract the data. The experimental 

results showed that the supervised approach obtained an 

accuracy of 84.49% in triple cross validation and 66.27% 

accuracy on pending samples. William Simm et al., [7] studied 

the classification of short text comments by sentiment and 

action ability. Experimentally provides an independent 

comparative analysis of the accuracy of sensitivity and 

actionality estimation by applying the chosen methods without 

pre-processing additional data. VoiceYourView is innovative 

in allowing unstructured voice and text input so users can 

comment on anything. VoiceYourView shares some 

similarities with social networks commenting on systems such 

as Twitter and Facebook, where users are free to comment on 

anything. Four automatic methods of analysis are discussed for 

the analysis of feelings, including a tagger-based approach, a 

naive Bayesian classifier, the Readme tool and a lexicon and 

rule method. 

 
Tao Xu et al., [8] used online forum for the analysis of feeling. 

The online forum like BBS provides a communication platform 

for people to discuss and express their views. The retro-

propagation neural network (BPNN) used for the extracted 

function and the vector space model (VSM)[11] used for text 

documents represented as vectors algebraic. The experiment 

had shown three-layered neural networks to predict the heat of 

a subject. The neural network consisted of the input layer 

having four neurons, hidden layer has eight neurons, and the 

output has a neuron. The approach is divided into data 

collected and pre-processing, training and prediction of neural 

networks. SINA reading forum is used for the collected data. 

Experience effectively predicts the heat of the subjects. Duan 

et al., [9] presented online user reviews for quantitative aspects 

and textual content from multidimensional perspectives. In 

recent years, online content generated by users has exploded 

which has revolutionized the hotel industry. The user generated 

online comments for the hospitality industry used as the data 

source. Experience has shown the results of the analysis of 

feeling with increased accuracy in measuring and capturing 

dimensions of quality of service. This was compared to 

existing studies on the use of the text. After using the 

econometric modeling technique to examine the potential 

differential effect of different dimensions of quality of service. 

 

3. Proposed System 

A modern approach to the classification of feelings 

involves using automatic learning techniques that inductively 

construct a classification model of a given set of categories by 

forming several sets of labeled documents. Popular learning 

methods of the machine include Naive Bayes, nearest K-

neighbor, and vector support machines. 

 

The model presented in the next section is based on 

previous work on the semantic orientation and unsupervised 

classification of journals. The semantic orientation can also be 

used to classify comments (eg, In our case, hotel reviews) as 

positive or negative [2] [Turney 2002]. It is possible to classify 

a journal based on the mean semantic orientation of sentences 

in the exam that contain adjectives and adverbs. We expect that 

there is value in combining the semantic orientation [2] 

[Turney 2002] with more classical text classification methods 

for the examination classification [Pang et al. 2002]. 
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Figure 1: Proposed System Architecture Flow 

 

3.1 Labeling and POS Tagging 

The model begins by extracting evaluation sentences, and then 

for each of the sentences, POS marking is used, and the 

candidates for the aspects are extracted and derived. In this 

paper, we focus on five POS tags: NN, JJ, DT, NNS and VBG. 

Names, adjectives, determinants, plural names and gerunds of 

verbs respectively. Stemming is used to select a single form of 

a word instead of different shapes. The aim of the stop is to 

reduce the flexional and sometimes derivational forms of a 

word to a common basic form. In this work, we use the 

Stanford software for the marking and calibration of points of 

sale. 

 

3.2 POS Model & Generation of Candidates 

 

Based on the observation that the aspects are names, in the 

model we extract the combination of the syntagms and 

adjectives of the exam sentences. We use several 

experimentally extracted POS models from heuristic 

combinations of the first row select the candidate aspects from 

the nominal syntax models as "NN", "NNS "," NN NN "and so 

on. The second row uses models like '' JJ NN '', '' JJ NNS '', '' JJ 

NN NN '' and so on. The third row of Table 1 selects 

candidates according to the pattern "DT JJ" and the last row of 

the table uses heuristic models such as "DT VBG", "VBG NN" 

and "NN VBG NN". 

 

3.3 Multi-word Aspect 

 

In revision phrases, some aspects that people talk about have 

more than one word, "battery life", "signal quality" and 

"battery charging system" are examples. This step consists of 

finding useful multi-word aspects from the exams. A multi-

word aspect is represented by a = a1, a2 ,. . ai., Where ai 

represents a single word contained in a, and n is the number of 

words contained. 

Table 1: Margin specifications 

 

Description Pattern 

Nouns Unigram to four-gram of 

NN and NNS 

Nouns and 

adjectives 

Bigram to four-gram of JJ, 

NN and NNS 

Determiners and 

adjectives 
Bigram of DT and JJ 

Nouns and verb 

gerunds 

Bigram to trigram of DT, 

NN, NNS and VBG 

 

3.4 LR Score: 

 

An LR method is  based on the intuition that some words are 

used as sub words more frequently than others, and an aspect 

that contains such words is likely to be important. 

There are two versions for notation with LR: Type-LR and 

Token-LR. Type and Token-LR can be calculated by counting 

the frequency of the word types and the frequency of the words 

connected to each word. 

Therefore, in the previous formula lr (ai) can be defined as: 

 

       √     √    

The main advantage of our proposed modified version of FLR 

is that it can extract all the expressions of several words and it 

is not limited only to sentences of two or three words. 
The generalization of this method is based on the definition of 

two parameters: l (ai) and r (ai). We define l (ai) and r (ai) with 

respect to all the words on the left and all the words to the right 

of the word i respectively. Therefore, we modify the 

definitions to give more importance to aspects with more 

words containing. 

 

3.5 Heuristic Rules 

 

With the search for candidates, we must move on to the next 

level, identifying aspects. For this, we start with heuristic rules 

and extracted experimentally. Below, we discuss two rules in 

the aspect detection model. 

Rule # 1: Remove the aspects that there are no words of 

opinion within the sentence. 

Rule 2: delete aspects that contain stop words.   
 

3.6 Stanford NLP Classifier: 

 

Stanford Core NLP is a natural language analysis library 

written using Java.  Stanford Core NLP integrates all of our 

NLP tools, including speech part tagger (POS), NER, parity 

parser, resolution system and sentiment analysis tools and 

provides template files for The analysis of English. 

 

3.6.1 Tokenization: 

Given a sequence of characters and a defined document 

unit, tokenization is the Task to cut it into pieces, called 

tokens, perhaps at the same time Throwing some 

characters, such as punctuation. here is an example From 

tokenization: 



DOI: 10.18535/ijecs/v5i12.74 

 

Miss. Rutu A Ostwal, IJECS Volume 05 Issue 12 Dec., 2016 Page No.19670-19673   Page 19673 

EG. 

Entry: Friends, Romans, Compatriots, lend me your ears; 

Released: Friends Romans Compatriots lend me your ears 

 

These tokens are often referred to as words or words, but 

sometimes it is important to make a type / token distinction. . A 

type is the class of all TERM tokens containing the same 

sequence of characters. A term is a type (perhaps standardized) 

that is included in the IR system dictionary. The set of index 

terms could be entirely distinct from tokens, for example, they 

could be semantic identifiers in a taxonomy, but in practice in 

modern IR systems they are strongly related to the tokens in 

the document. 

 

4. Conclusion 

In this paper, we see that the analysis of feeling plays a vital 

role in making decisions such as the hotel reviews, opinions of 

customers etc. The analysis of feelings can be applied to a wide 

field to classify and summarize examination and prediction. 

However, finding the feeling rating can still be a difficult task 

because there are a large number of different opinions of the 

user. Due to its enormous value for practical applications, there 

has been explosive growth in research in academia and 

applications in industry. Different works realized in the 

analysis of feeling are discussed with techniques. Naïve Bayes 

is simple and fast classifier but some dependency hypothesis 

are not covered, so the accuracy of the feeling analysis can be 

improved by combining the Stanford NLP classifier with Naive 

Bayes classifier. 
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