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Abstract: A frameworks for identifying patterns and regularities in the pseudo anonymized Call Data Records (CDR) pertaining a generic 

subscriber of a mobile operator. We face the challenging task of automatically deriving meaningful information from the available data, by 

using an unsupervised procedure of cluster analysis and without including in the model any a priori knowledge on the applicative context. 

Clusters mining results are employed for understanding users' habits and to draw their characterizing profiles. A novel system for clusters 

and knowledge discovery called LD-ABCD, capable of retrieving clusters and, at the same time, to automatically discover for each returned 

cluster the most appropriate dissimilarity measure (local metric).The PROCLUS, the well know sub clustering algorithm which is used to 

identify the sub spaces. The data set under analysis contains records characterized only by few features and consequently to show how to 

generate additional fields which describe implicit information hidden in data. Also proposed an algorithm over these two techniques for 

searching common patterns and regularities in order to group together users characterized by a similar profile. 

Keywords: Data mining, Clustering, Patterns, call data records, dissimilarity measures.  

1. INTRODUCTION 

The development of Information Technology has 

generated large amount of databases and huge data in various 

areas. The research in databases and information technology 

has given rise to an approach to store and manipulate this 

precious data for further decision making. Data mining is a 

process of extraction of useful information and patterns from 

huge data. It is also called as knowledge discovery process 

which knowledge mining from data and knowledge extraction 

or pattern analysis. 

In telecommunication network, Identifying user habits 

through data mining on call data records [1]. It is a frameworks 

for identifying patterns and regularities in the pseudo-

anonymized Call Data Records (CDR) pertaining a generic 

subscriber of a mobile operator. The popularity and wide 

diffusion of cellular phones, a huge quantity of mobile devices 

are moving everyday with their human companions leaving  

         tracks of theirs movements and their everyday habits. 

Mobile phones are becoming pervasive in both developed and 

developing countries and it can be a precious source of data 

and information, with a significant impact on research in 

behavioral science. 

A Call Data Record (CDR) is a data structure storing 

relevant information about a given telephonic activity involving 

an user of a telephonic network. A CDR usually contains 

spatial and temporal data and it can carry other additional 

useful information. Population census have been widely used in 

the past for keeping track of the demography and geographical 

movements of the population. Nowadays, due to short term and 

every day mobility, more flexible methods such as various 

registers and indirect databases are employed: CDRs represent 

an optimal candidate in this sense. One of their main advantage 

is that they offer a statistically accurate representation of the 

distribution of people in an area and they can be used to track 

large and heterogeneous groups of people. 

2. RELATED WORKS 

This section contains brief reviews about some existing 

works in user behavior identification from the call data records. 

 

Aggarwal et al defined a fast algorithms for projected 

clustering, it is used as a sub clustering algorithm to find out 

the clusters and the dimensions for the corresponding clusters. 

It is used to split out those Outliers (points that do not cluster 

well) from the clusters. It consists of three phases during which 

the clustering is iteratively improved [2]. 
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Bianchi et al. developed a multi-agent algorithm able to 

automatically discover relevant regularities in a given dataset, 

determining at the same time the set of configurations of the 

adopted parametric dissimilarity measure yielding compact and 

separated clusters. Each agent operates independently by 

performing a Markovian random walk on a suitable weighted 

graph representation of the input dataset. A weighted graph 

representation is induced by the specific parameter 

configuration of the dissimilarity measure adopted by the agent, 

which searches and takes decisions autonomously for one 

cluster at a time. The results show that the algorithm is able to 

discover parameter configurations that yield a consistent and 

interpretable collection of clusters. The algorithm shows 

comparable performances with other similar state-of-the-art 

algorithms when facing specific clustering problems. [3]. 

Ahas et al. proposed a model for the location of 

meaningful places for mobile telephone users, such as home 

and work anchor points, using passive mobile positioning data. 

Passive mobile positioning data is secondary data concerning 

the location of call activities or handovers in network cells that 

is automatically stored in the memory of service providers. 

This data source offers good potential for the monitoring of the 

geography and mobility of the population. Modeling results 

were compared with population register data; this revealed that 

the developed model described the geography of the population 

relatively well, and can hence be used in geographical and 

urban studies. This approach also has potential for the 

development of location based services such as targeting 

services or geographical infrastructure [4]. 

 

Bianchi et al proposed an inexact graph matching 

algorithm which computes the dissimilarity of a time-varying 

labeled graph with respect to a static one. This approach is 

specifically designed for processing very large labeled graphs, 

which are subject to frequent edit operations that modify the 

topology and the labeling of restricted zones of the graph. In 

this scenario, repeating each time an extensive computation of 

the whole dissimilarity value would require too much time; 

moreover, since only a specific part of the graph changes, it 

would result also in a waste of computations. So a fast 

approach for computing the graph dissimilarity which exploits 

the dissimilarity value estimated in the previous time interval 

and the nature of the observed edit operations. The properties 

of the proposed approach are evaluated with respect to well-

known graph matching algorithms, by simulating the dynamics 

of the graph [5]. 

Bereta.M used Face recognition based on local 

descriptors has been recently recognized as the state-of-the-art 

design framework for problems of facial identification and 

verification. Given the diversity of the existing approaches, the 

main objective of this paper is to present a comprehensive, in-

depth comparative analysis of the recent face recognition 

methodologies based on local descriptors. In particular, they 

highlight the main features in the setting of problems of facial 

recognition. The presented techniques are particularly suitable 

for large scale facial authentication systems in which the 

training stage with the use of the overall face database might be 

computationally prohibited [6]. 

3. PROPOSED WORK 

The Figure 1 represents framework for the proposed 

work which is explained as follows:  the process of identifying 

user behavior from the collected input dataset. An Input dataset 

is sent to data preprocessing which is applied to improve the 

quality of the input data. The data preprocessing also includes 

removing user sensitive information if it is there. After 

performing the data preprocessing the output data is sent to 

clustering algorithm for identifying the user behavior from the 

preprocessed call data records. Finally the user behavior and 

frequent patterns are extracted from the input data.         The 

proposed work will identify the user habit from input dataset, 

which includes 3 Steps, 

3.1 Data Pre-processing 

3.2 Clustering 

3.3 Generating User Behaviour 

3.1 Data Pre-processing 

The call data records that have been collected are noisy, 

thus pre-processing has been applied to improve the accuracy 

of the input data and to remove the user sensitive information 

from the call data records. This includes removing of personal 

information like age, date of birth, gender etc. 

3.2 Clustering 

In identification of user behavior from call data records 

the data set need to be clustered accordingly based on certain 

factors, this can be done by using clustering algorithms. 

Clustering or cluster analysis is the process of grouping a set of 
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objects in such a way that objects in the same group are more 

similar to each other than to those in the other groups. It is a 

main task of exploratory data mining, and a common technique 

for statistical data analysis, used in many fields and there are 

many clustering algorithms are used. The Local Dissimilarities 

Agent Based Clustering Algorithm (LD-ABCD) and a 

Projected clustering (PROCLUS) is used for identification of 

user behaviour from call data records. 

 

A.  LD-ABCD 

 LD-ABCD is a multi-agent algorithm designed to 

automatically discover relevant regularities in a given dataset, 

determining at the same time a set of PCs of the adopted 

parametric dissimilarity measure, yielding compact and 

separated clusters in the data. Each agent operates 

independently on a suitable weighted graph, which is used to 

represent the data. The graph is fully connected, each node 

corresponds to an element in the dataset and the edges are 

labeled with a value proportional to the similarity of the two 

connected elements. The weights on the graph depend on the 

specific PC mj of the dissimilarity measure adopted by the j-th 

agent. A new PC is iteratively selected by an agent j to 

construct its own instance Gj of the weighted graph. 

 

             Figure 1 Architecture Diagram for proposed work. 

 

B. PROCLUS                                         

PROCLUS is faster than many other subspace clustering 

algorithms, especially on larger datasets. On the other hand, 

one of the main drawback of the algorithm is its strong 

dependence on the parameters k and l which, in many cases, 

can be hard to be set in advance, since they require an adequate 

knowledge of the problem and of the dataset at hand. Another 

drawback is due to the bias toward clusters that are hyper-

spherical in shape. Additionally, since the average number of 

dimensions is given, the number of selected dimension in each 

cluster will be similar. It is also important to notice that 

PROCLUS creates a partition of the dataset and, possibly, an 

additional group of outliers. This means that each instance is 

assigned to only one cluster (or to the outliers group). This is a 

critical difference with respect to the procedure implemented in 

LD-ABCD, which does not form a proper partition, allowing 

the generation of over-lapping clusters, meaning that an 

element can be assigned to one cluster, more cluster or no 

clusters at all. 

3.4 Generating User Behaviour 

 

After analyzing the set of CDRs relative to a specific 

user. Successively, we process the data set without data mining 

procedure and discussed the results obtained by the two 

different implementations. The original dataset presented 

contains CDRs relative to 50,000 users. In this experiments, 

processed the data relative to the calls of more than 100 

different users, which have been randomly selected. For most 

of them it was possible to identify clear and distinct patterns, 

while for others we did not obtain meaningful results, mainly 

because of irregular telephonic activity or for the limited 

number of the calls issued by the user. In the following, show 

an example of how an analysis of the CDRs relative to a given 

user can be performed using the proposed methodology. To 

visualize the content of the CDRs relative to a given user, there 

are 4 different charts that show how the CDRs are distributed 

according to the accounted features. They are:  

1. A histogram describing the number of calls done by 

the user from different prefectures. Each bin is associated with 

one of the prefectures from where calls were issued and the 

height of the bars is proportional to the number of calls done in 

that prefecture.  

2. A histogram that describes the distribution of the 

values contained in the field prev_call. Each bin of the 

histogram represents the time elapsed from the previous call 

and its height is proportional to the number of CDRs whose 

value prev_call falls in that interval.  

3. A histogram that represents the distribution of the 

calls of the user among the 7 days of the week, according to the 

field weekdays.  
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4. A histogram that represents the distribution of the 

calls of the user among the 3 periods of the day, according to 

the field day period. 

Though the data is analyzed on these above mentioned 

dimensions the group of user that can be identified and the 

relation between them is identified, but it fails to address that 

how the relationship between the groups of user is further 

explored based on the individual relationship with the group of 

identified user. 

Finally, a proposed clustering analysis to analyze the 

group of identified user for extracting the further more common 

relations and behaviors of the group of user in the 

telecommunication based network, this can be done by using 

one of the clustering algorithm called k-means algorithm for 

identifying the user behavior for the call data record of a 

telecommunication network which servers the network to 

provide services to the each and every user based on their 

response and interest in calling and also useful for better 

marketing of the telecommunication network. 

4. RESULTS AND DISCUSSION 

The results obtained are represented as follows by using 

the below three graphs.  
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Figure 2 : Time elapsed from previous call 
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Figure 4 : Day Period 

Figure 2 represents the time ealpsed for the previous 

call, that is time duaration of the previous call palced by  the 

particular user and the graphs shows that the call duration 

within five minutes is issued more. Figure 3, represents that the 

call number of calls placed in each and every day of the week 

that shows that the call is palced more on the last working day 

of a week i.e Friday. Figure 4, represents the period of time 

duration in a particular day in which afternoon session has 

more call than the morining and evening.   

Thus evident from the above graphs by using above 

clustering and sub clustering algorithm the user behaviour, 

relationships and frequent pattern is identified from the given 

input set of call data records. 

5. CONCLUSION 

The proposed work has focused on detecting the user 

habits from the call data records by using the clustering 

algorithms, by processing the CDR’s of every user in the 

dataset, searching for common patterns and regularities in order 

to group together users characterized by similar profile. With 

the identified cluster of users aim to define specific classes, 

which can be analyzed and used for describing some general, 

common behaviors of a customers. The results as above 

indicates that the proposed work more efficiently identifies the 

user behavior than that of the existing system. 
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