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Abstract: Non homogeneous Poisson process software reliability models assume perfect debugging. However in the 

testing process there is a chance of introducing new faults when detected faults are removed. A model with this 

concept is called imperfect debugging software reliability model. Imperfect debugging software reliability models 

proposed in the literature assume a constant or monotonically decreasing fault introduction function. In this article we 

propose a software reliability model that considers Rayleigh distribution fault content function. The model can capture 

increasing/decreasing nature of fault introduction rate per fault. The parameters of the model are estimated using 

maximum likelihood method.  A real data are used to verify the model.  
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1. Introduction 

            One of the main ingredients of a computer is software. Users may expect to purchase that software 

which is to run without fail. If there is any fault in the software then he may not recommend the other user to 

purchase the software. This may leads to huge loss for the companies releasing faulty software. Therefore 

studying software reliability is important. Software reliability is one of the significant attribute for 

development computer field. Software reliability is defined as the probability of failure–free operation of a 

computer program in a specified environment for a specified period of time (see Musa and Okumoto, 

(1982)).  Over the last four decades many software reliability growth models have appeared in the literature. 

Many of these models describe the failure behavior in terms of failure occurrence rate per fault which is 

assumed to be constant, increasing and decreasing. In this article we propose a software reliability growth 

model in with imperfect debugging considering the Exponential distribution for mean value function. 

 

            During the past numerous software reliability models have been developed by the researchers to 

provide useful information about how to improve software reliability. For a detailed review of software 

reliability models see Lyu (1996) ,  Musa et. al. (1987).  Goel and Okumoto (1979), Pham (2006) and Zhang 

and Pham (2000), have discussed some software reliability models with only fault detection processes with 

the assumption of perfect and immediate fault correction. Yamada,  et.al. (1984) have studied an S-shaped  

software reliability growth  model. Harishchandra and Manjunatha (2010, 2012) have discussed the 
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maximum likelihood estimation of the parameters of a software reliability model including fault detection 

and correction processes.  When a software error occurs but sometimes the experimenter fail to detect this 

error such software reliability models are known as models with imperfect debugging. Such models have 

been discussed by Yamada et. al.(1992) and Pham et. al. (1999) and several other researchers.  

 

2. Assumption 

The proposed model is based on the following assumptions:  

a) The fault detection and removal phenomenon are modeled after the NHPP. 

b) The software is subject to failure at any given time because of remaining faults in the software. 

c) The fault content function is considers Rayleigh distribution. The fault introduction rate per fault follows an 

increasing and decreasing trend over time. 

d) Each time a failure is observed the failure is removed immediately and a new fault can be introduced. 

 

3. Model development 

 

If    denote the expected number of initial faults    denote the expected number of initially introduced 

faults and  ( ) is fault introduction distribution function, then the fault content function can be written as  

 ( )        ( ) (1)  

The fault introduction intensity function is given by 

  ( )     
 ( ) (2)  

Equation (2) can also be expressed as  

 ( )     
 ( )  ,       ( )-

  ( )

   ( )
 ,       ( )- ( ) 

(3)  

where  ( ) is the fault introduction rate function of the software.  ,       ( )- is the expected number 

of introduced faults from the remaining faults in the software at the time   . It is monotonically non 

deceasing function of the time.  

Here we fault content function is obtained using Rayleigh distribution and the fault introduction rate per 

fault is increases then decreases over time. If   is the time between two failures, then the probability density 

function of the Rayleigh distribution is given in (4)  

 ( )          
       (4)  

The corresponding distribution function, fault content function and fault introduction intensity function are 

given by (5)-(7). 

 ( )         
 (5)   

 ( )        ( )       (       
) (6)  
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 ( )     
 ( )            

 (7)  

In the testing process, a failure phenomenon can be described as an NHPP. If  ( ) denote the cumulative 

number of faults detected by the time  , then * ( )    + is the NHPP. Let  ( ) denote the expected 

cumulative number of faults detected by the time  . It is also called the mean value function. For NHPP the 

mean value   ( ) is given by  

 ( )  ∫  ( )   
 

 

  
(8)  

For generalized imperfect debugging fault detection model the mean value function is the solution of the 

differential equation given in (9) 

  ( )

  
  ( ) , ( )   ( )- 

(9)  

Substituting (6) in (9) and by taking  ( )    we get 

  ( )

  
   [     (       

)   ( )] (10)  

The solution of the differential equation given in (10) is  

 ( )  (     )(      )     ∫        
  

 

 
  (11)  

The integral function given in (11) is evaluated as given in (12) 

∫        
  

 

 

 
√  
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 √ 
)     (

 

 √ 
)]

 √ 
 

(12)  

Here    ( ) is called error function which is defined as  

   ( )  ∫     
  

 

 

 
 

√ 
∑

(  ) ( )    

  (    )

 

   

 
(13)  

The error function satisfies some conditions which are give in (14) 

 

  
   ( ( ))  

   , ( )-   ( )

√ 
 

∫   ( )        ( )  
    

√ 
 

(14)  

The    ( ) given in (13) is expanded up to 2 terms to get the approximate expression for  ( ) which is 

given in (15) 

   ( )  
 

√ 
[  

  

 
  ( )]  (15)  

Using (15) in (12) we get  
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∫        
  

 

 

   
  

  *
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(16)  

 Now the approximate solution for (10) is obtained by substituting (16) in (11) which is given in (17)  

 ( )  (     )(      )      
  

  *
 

 
   

 

 
   (

  

  
  )  + 

(17)  

The approximate expression for failure intensity function is given by 

 ( )  (     )          
  

  *       (
  

  
  )+ 

(18)   

The Hazard function is given by 

                  ( )  
 ( )

, ( )   ( )-
 

         
(     )          

  

  [       (
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(     ) 
       

    
     

  

  [
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(19)  

4. Existing models 

Several imperfect debugging models have been developed in the literature such as Yamada imperfect 

debugging model (Yamada et.al 1992), the P-N-Z model (Pham et.al 1999), P-Z IFD model (Pham 2006) 

and many more. For model comparison purpose we choose the mean value function and failure intensity 

function of the P-Z imperfect debugging model which are given by 

 ( )  
(     ),      -

       
 

(20)  

 ( )  
(     )     ,   -

(       ) 
 

(21)  

5. Parameter estimation for interval domain data 

The time domain data are available in terms of time between   (   )          failures    or in terms of 

time of occurrence of     failure    ∑    
 
        . For time domain data the likelihood function and log 

likelihood function are given by  

  ∏ (  ) 
 ∫  ( )

  
    

 

   

 
(22)  
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(23)  
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Substituting the mean value function and the failure intensity function given in (17) and (18) in the log 

likelihood function given in (23) we get the log likelihood function as  

     ((     )(       )      
  

  *
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Differentiating (24) with respect to               and equating to zero, we get the following system of 

equations  
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(25)  

Here we do not get closed form expressions for MLEs of the parameter. Therefore we use numerical method 

to obtain MLEs of the parameters. 

6. Numerical Analysis 

We now present a numerical example for finite failure Software Reliability Growth models based on the 

actual testing-data. The testing data is time domain data. The time domain data was extracted from 

information about failures in the development of software for real-time multi computer complex of the US 
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Naval Fleet Computer Center of the US Naval Tactical Data System (NTDS) (Goel and Okumoto [3]). The 

data consists of 26 software failure occurrence time *   (    )           +  out of 250 days. Here we 

obtain the estimation results and AIC value for PZ model and our proposed models. The output are 

summarized in the table 6.1. 

                                                         Table. 6.1 

Model 
Estimates of parameters 

AIC 
          

Proposed 
200 0.8 -0.0005 -0.0015 -159.60 

P-Z 
200 0.04 -0.004 -5.86 -157.99 

 

Using the above estimates of the parameters, the graph of hazard function of the existing and our proposed 

model based on log logistic distribution are plotted against the time in days. The graphs are shown below in 

Figure 6.1. 

 

Figure 6.1 

  

7. Conclusions  

In the NHPP it is assumed that the failure rate assumed to follow exponential distribution. In this paper, we 

propose an imperfect debugging SRGM that considers Rayleigh distribution as fault content function. By 

using real data set we estimated the parameters of the model by the method of maximum likelihood. We also 

used AIC to compare our proposed model with P-Z model.  The proposed model can better fit software 

failure data compared with P-Z model. We also plotted the graph of the hazard function for time domain 

data for the proposed model and P-Z model.  
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