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Abstract: As of recent trends, this is a persistent challenge of integration of cloud computing, data mining and big data mining processes. This paper reveals most recent progress on Hadoop and MapReduce applications. Hadoop and MapReduce can be used for analyzing enormous amount of data. Hadoop is an open source software project used to processing a large data sets. MapReduce is a programming model that associated implementation for parallel processing of large dataset. Big data environment is used to acquire, organize and analyze the various types of data. There is an observation about MapReduce framework. This framework generates large amount of intermediate data.
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1. Introduction

Big data is a term for data sets that are so large or complex that traditional data processing applications are inadequate to deal with them. Challenges include analysis, capture, data curation, search, sharing, storage, transfer, visualization, querying and updating information privacy. Big data is a buzzword, or catchphrase, that is utilized to describe a massive volume of both structured and unstructured data that is so huge that it's complicated to process using traditional database and software techniques. One of the best known methods for turning raw data into useful information is by what is known as MapReduce. MapReduce is a method for taking a large data set and performing computations on it across multiple computers, in parallel. It serves refer to the actual implementation of this model.

In essence, MapReduce consists of two parts ie) Map Function and Reduce Function. The Map function analyzed the data using sorting and filtering techniques. The Reduce function provides a summary of data by combining it all together. While largely credited to research which took place at Google, MapReduce is now a generic term and refers to a general model used by many applications.

1.1 Organization of this paper

This Paper is organized into 4 Sections as follows. Section 2 provides a brief overview of the big data, Hadoop and MapReduce; This Section also reviews and discusses the prior research in the areas of MapReduce frameworks. Section 3 describes the different methodology using Mapping and Reducing in more detail. Section 4 presents and discusses the finding and conclusion for further research.

2. FUNDAMENTAL OF BIG DATA, MAPREDUCE AND HADOOP

2.1 Big Data

Big data contains high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision making. Big Data is driving radical changes in traditional data analysis platforms. To perform any kind of analysis on such voluminous and complex data, scaling up the hardware platforms becomes imminent and choosing the right hardware/software platforms becomes a crucial decision if the user’s requirements are to be satisfied in a reasonable amount of time.

Researchers have been working on building novel data analysis techniques for big data more than ever before which has led to the continuous development of many different algorithms and platforms. There are several big data platforms available with different characteristics and choosing the right platform requires an in-depth knowledge about the capabilities of all these platforms [1].

2.2 Hadoop

Hadoop plays an important role for storing and retrieving huge set of data. If any system is loses its data, hadoop can be used to retrieve it. Hadoop was designed especially for the analysis of large data sets to build scalable, distributed applications.
To manage sizably voluminous data, Hadoop implements the paradigm called MapReduce defined by Google. Hadoop distributes this data across a set of machines. The real power of Hadoop comes from the fact its competence to scalable to hundreds or thousands of computers each containing several processor cores. Hadoop contains two components that is HDFS (Hadoop distributed file system) and MapReduce [2].

2.3 HDFS (Hadoop Distributed file system)

Hadoop Distributed File System is an open source file system that has been designed specifically to handle large files that traditional file system cannot handle. The large amount of data is split, replicated and scattered on multiple machines. The replication of data facilitates rapid computation and reliability [3] [4].

2.4 MapReduce

MapReduce is an important technology which was proposed by Google. Map Reduce is a software framework for processing large data sets in a distributed fashion over a several machines. MapReduce is a simplified programming model and major component of Hadoop for parallel processing of vast amount of data. It relieves programmers from the burden of parallelization issues while allowing them to freely concentrate on application development. [5] [6]

MapReduce contained two important function for data processing that is Map and Reduce. The core idea behind MapReduce is mapping your data set into a collection of <key, value> pairs, and the reducing overall pairs with the same key. Almost all data can be mapped into <key, value> pairs and your keys and values may be of any type: strings, integers, dummy types and, of course, <key, value> pairs themselves.

3. LITRATURE REVIEW

3.1 Before you Data Aware Caching for Big-Data Applications Using the MapReduce

The author proposes a data aware cache framework for big data application called Dache. In Dache there are using cache manager for intermediate results. A novel cache description scheme and cache request and reply protocol are designed. This paper demonstrates that Dache significantly improves the completion time of MapReduce jobs. Authors’ Perspectives: Cache Description, Map Reduce Architecture, Cache Request and Reply, Performance Evaluation [7]. Data-aware caching requires each data object to be indexed by its content [8].

3.1.1 Map Phase Cache Description Scheme:

Map phase Cache refers to the intermediate data produced by worker nodes or processes during the execution of a MapReduce task. A piece of cached data stored in a distributed file system. Content of a cache item is described by the original data and the operations applied. A cache item is described by a 2-tuple: {Origin, Operation}.

3.1.2 Reduce Phase Cache Description Scheme:

The input for the reduce phase is a list of key-value pairs, where the value could be a list of values. Original input and the applied operations are required. Original input obtained by storing the intermediate results of the map phase in the distributed file system (DFS).

3.1.3 Findings

Finally the author explain the design and evaluation of a data aware cache framework that requires minimum change to the original MapReduce programming model for provisioning incremental processing for Big data applications using the MapReduce model. Testbed experiment results demonstrate that Dache significantly improves the completion time of MapReduce jobs.
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3.2 MATCHMAKING: A NEW MAPREDUCE SCHEDULING TECHNIQUE

The author develops a new MapReduce scheduling technique to enhance map task’s data locality and also they develops a new technique to enhance the data locality. The main idea of technique is to assign tasks to a node, local map tasks are always preferred over non-local map tasks, no matter which job a task belongs to, and a locality marker is used to mark nodes and to ensure each node a fair chance to grab its local tasks.

3.2.1 Hadoop default FIFO scheduler:

First the FIFO job order to assign tasks, which means it will not allocate any task from other jobs if the first job in the queue still has an unassigned map task. This scheduling rule has a negative effect on the data locality because another job’s local tasks cannot be assigned to the slave node unless the first job has all its map tasks (many of which are non-local to the node) scheduled [9].

Second the data locality is randomly decided by the heartbeat sequence of slave nodes. If we have a large cluster that executes many small jobs, the data locality rate could be quite low.

3.2.2 Delay Scheduling

Zaharia et al. [10] [11] have developed a delay scheduling algorithm to improve the data locality rate of Hadoop clusters. It relaxes the strict job order for task assignment and delays a job’s execution if the job has no map task local to the current slave node. To assign tasks to a slave node, the delay algorithm starts the search at the first job in the queue for a local task. If not
successful, the scheduler delays the job’s execution and searches for a local task from succeeding jobs.

3.2.3 Findings:

To evaluate the matchmaking scheduling algorithm, they compare it with the Hadoop default FIFO scheduler and the delay scheduling algorithm. Two metrics, i.e., map tasks’ data locality rate and average response time, are used for evaluation. Experimental results demonstrate that our matchmaking algorithm can often obtain the highest data locality rate and the lowest average response time for map tasks.

3.3 HADOOP MAPREDUCE FRAMEWORK IN BIG DATA ANALYTICS

The author keeps tabs on MapReduce modifying model, planning undertakings, overseeing and re-execution of the fizzled assignments. Workflow of MapReduce is indicated in this exchange. They explain about the MapReduce framework, workflow in MapReduce, MapReduce functionality, Data organization and scheduling [12].

3.3.1 Workflow in MapReduce

The key to how MapReduce works is to take input as, conceptually, a list of records. The records are split among the different computers in the cluster by Map. The result of the Map computation is a list of key/value pairs. Reducer then takes each set of values that has the same key and combines them into a single value [13].

3.3.2 Inputs and Outputs

The MapReduce framework operates exclusively on <key, value> pairs, that is, the framework views the input to the job as a set of <key, value> pairs, and produces a output of the job as set of <key, value> pairs conceivably of distinct types. The key and value classes have to be serializable by the framework and hence need to implement the writable interface[14]. Additionally, the key classes have to implement the Writable comparable interface to facilitate sorting by the framework [15].

3.3.3 Findings:

The MapReduce framework breaks up large data into smaller parallelizable chunks and handles scheduling. If you can rewrite algorithms into Maps and Reduces, and your problem can be broken up into small pieces solvable in parallel, then Hadoop’s MapReduce is the way to go for a distributed problem solving approach to large datasets. MapReduce framework is Fault tolerant, decisive and supports thousands of nodes and petabytes of data.

3.4 SURVEY ON MAPREDUCE AND SCHEDULING ALGORITHMS IN HADOOP

MapReduce program is used to collect data as per the request. To process large volume of data proper scheduling is required to achieve greater performance. In this paper explained to study MapReduce and analyze different scheduling algorithms that can be used to achieve better performance in scheduling.

3.4.1 Scheduling Algorithms:

The default scheduling algorithm is based on First in First out (FIFO) order where users jobs are executed. Then after priority criteria to decide the priority of task are added.

3.4.2 FIFO Scheduling:

Its preemptive technique that means the scheduler will kill tasks in pools running over capacity in order to give the slots to the pool running under capacity Priority criteria are also assigned to various pools. Here tasks are scheduled in interleaved manner based on priority [17].

3.4.3 Capacity Scheduler:

The Capacity Scheduler was designed to allow organizations to share Hadoop clusters in a predictable and simple manner [18].

3.4.4 Delay Scheduling:

This method performs well in Hadoop workloads because Hadoop tasks are short relative to jobs, and because there are multiple locations where a task can run to access each data block [19].

3.4.5 Findings:

MapReduce and various scheduling algorithms to improve the speed of Hadoop system for data retrieval and job processing. Each of the scheduling method tries to utilize resources like Memory, CPU and job deadlines.

3.5 ACCELERATING HADOOP MAPREDUCE USING AN IN-MEMORY DATA GRID

- EGS Hadoop has been widely embraced for its ability to economically store and analyze large data sets. Using parallel computing techniques like MapReduce, Hadoop can reduce long computation times to hours or minutes. This works well for mining large volumes of historical data stored on
disk, but it is not suitable for gaining real-time insights from live operational data.

- Still, the idea of using Hadoop for real-time data analytics on live data is appealing because it leverages existing programming skills and infrastructure – and the parallel architecture of Hadoop itself.

- This paper describes how real-time analytics using Hadoop can be performed by combining an in-memory data grid (IMDG) with an integrated, stand-alone Hadoop MapReduce execution engine. This new technology delivers fast results for live data and also accelerates the analysis of large, static data sets [20].

- IMDGs can employ multiple storage APIs, such as the Named Cache and Named Map APIs. In both named caches and named maps, applications can create, read, update, and delete objects to manage live data. This gives the application developer the choice to store and analyze heavyweight objects with rich metadata or lightweight objects with highly optimized storage, depending on the type of data being analyzed.

3.5.1 Findings:

Using an IMDG with an integrated Hadoop MapReduce engine opens the door to real-time analytics on live, operational data. The IMDG’s integrated MapReduce engine also eliminates the need to install, configure, and manage a full Hadoop distribution. Developers can write and run standard Hadoop MapReduce applications in Java, and these applications can be executed stand-alone by the execution engine. Many applications in e-commerce, financial services, logistics, and other areas now can benefit from the power of real-time analytics by leveraging the widespread expertise focused on Hadoop MapReduce.

3.6 CHALLENGES FOR MAPREDUCE IN BIG DATA

The author identifies MapReduce issues and challenges in handling. The identified challenges are grouped into four main categories corresponding to Big Data tasks types: data storage (relational databases and NoSQL stores), Big Data analytics (machine learning and interactive analytics), online processing, and security and privacy [21].

The challenges for MapReduce in big data are Lack of data storage and support capabilities, Lack of application deployment support, Lack of analytical capabilities in database, Issues in online processing, Privacy and Security challenges.

3.6.1 Data Storage

The advanced art for Data Storage and MapReduce is a number of challenges remain, such as:

- The lack of a standardized SQL-like query language
- Limited optimization of MapReduce jobs
- Integration among MapReduce, distributed file system, RDBMSs and NoSQL stores.

3.6.2 Interactive Analytics

Interactive analytics can be defined as a set of approaches to allow data scientists to explore data in an interactive way, supporting exploration at the rate of human thought. Most of these approaches are specialized for certain types of datasets and certain queries and thus provide an open research area for a generalized solution [22].

3.6.3 Data Visualization

A large category of interactive analytics is data visualization. There are two primary problems associated with Big Data visualization [23]. MapReduce for data visualization currently performs well in two cases: memory-insensitive visualization algorithms, and inherently parallel visualization algorithms, Vo et al [24].

3.6.4 Findings:

Issues and challenges MapReduce faces when dealing with Big Data are identified and categorized according to four main Big Data task types: data storage, analytics, online processing, and security and privacy [25]. Moreover, efforts aimed at improving and extending MapReduce to address identified challenges are presented.

4. CONCLUSION

This concept entered an era of Big Data. The paper describes the concept of Big Data along with the various MapReduce techniques, algorithm and concepts. It also focuses on Big Data processing problems. These technical challenges must be addressed for efficient and fast processing of Big Data. In this paper, tried to cover all detail of MapReduce and Hadoop component and future scope.
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