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Abstract: Intelligently extracting knowledge from social media has newly attracted great interest from the Biomedical and Health 

Informatics community to simultaneously improve healthcare result and moderate costs using consumer-generated viewpoint. We 

propose a two-step analysis framework that focuses on positive and negative sentiment, as well as the side effects of treatment, in users’ 

forum posts, and identifies user communities and influential users for the determination of ascertaining user opinion of cancer 

treatment. We used a Self Organizing Map to analyze word frequency data derived from users’ forum posts. We then introduced a novel 

network-based approach for modeling users’ forum interactions and employed a network partitioning method based on optimizing a 

stability quality measure. This allowed us to determine consumer opinion and analyses influential users within the retrieved modules 

using information derived from both word-frequency data and network-based properties. Our approach can expand research into 

intelligently mining social media data for consumer opinion of various treatments to provide speedy, up-to-date information for the 

pharmaceutical industry, hospitals, and medical staff, on the effectiveness (or ineffectiveness) of future treatments. 
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1. Introduction 

Social  media  is  providing  limitless  opportunities  for 

patients  to  discuss  their  experiences  with  drugs  and 

devices,  and  for  companies  to  receive  feedback  on  their 

products and services [1-3]. Pharmaceutical companies are 

prioritizing  social  network  monitoring  within  their  IT 

departments, creating an opportunity for rapid dissemination 

and  feedback  of  products  and  services  to  optimize  and 

enhance delivery, increase turnover and profit, and reduce 

costs [4]. Social media data harvesting for bio-surveillance 

have also been reported [5]. 

Social media enables a virtual networking environment. 

Modeling social media using available network modeling and 

computational tools is one way of extracting knowledge and 

trends from the information ‗cloud:‘ a social network is a 

structure made of nodes and edges that connect nodes in 

various relationships. Graphical representation is the most 

common method to visually represent the information. 

Network modeling could also be used for studying the 

simulation of network properties and its internal dynamics. 

A sociomatrix can be used to construct representations of a 

social network structure. Node degree, network density and 

other large-scale parameters can derive information about the 

importance of certain entities within the network. Such 

communities are clusters, or modules. Specific algorithms 

can perform network-clustering, one of the fundamental tasks 

in network analysis. Detecting particular user communities 

requires identifying specific, networked nodes that will allow 

information extraction. Healthcare providers could use 

patient opinion to improve their services. Physicians could 

collect feedback from other doctors and patients to improve 

their treatment recommendations and results. Patients could 

use other consumers‘ knowledge in making better-informed 

healthcare decisions. 

The nature of social networks makes data collection 

difficult. Several methods have been employed, such as link 

mining [6], classification through links [7], predictions based 

on objects [8], links [9], existence [10], estimation [11], 

object [12], group [13], and subgroup detection [14], and 

mining the data [15][16]. Link prediction, viral marketing, 

online discussion groups (and rankings) allow for the 

development of solutions based on user feedback. 

Traditional social sciences use surveys and involve 

subjects in the data collection process, resulting in small 

sample sizes per study. With social media, more content is 

readily available, particularly when combined with web-

crawling and scraping software that would allow real-time 

monitoring of changes within the network. 

Previous studies used technical solutions to extract user 

sentiment on influenza [17], technology stocks [18], context 

and sentence structure [19], online shopping [20], multiple 

classifications [21], government health monitoring [22], 

specific terms relating to consumer satisfaction [23], polarity 

of newspaper articles [24], and assessment of user 

satisfaction from companies [25][26]. Despite the extensive 

literature, none have identified influential users, and how 

forum relationships affect network dynamics. 

 

In the first stage of our current work, we employ 

exploratory analysis using the Self Organizing Maps to assess 

correlations between user posts and positive or negative 

opinion on the drug. In a second stage, we model the users 

and their posts using a network-based approach. We build on 

our previous study [27] and used an enhanced method for 

identifying user communities (modules) and influential users 

therein. The current approach effectively searches for 

potential levels of organization (scales) within the networks 

and uncovers dense modules using a partition stability quality 
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measure [28]. The approach enables us to find the optimal 

network partition. We subsequently enrich the retrieved 

modules with word frequency information from module-

contained users posts to derive local and global measures of 

users opinion and raise flag on potential side effects of 

Erlotinib, a drug used in the treatment of one of the most 

prevalent cancers: lung cancer [29]. 

2. Initial Data Search and Collection    

We first searched for the most popular cancer message 

boards. We initially focused on the number of posts on lung 

cancer. The chart below gives the number of posts of lung 

cancer per forum: 

 

Table 1: Initial data 

Forums Posts on Lung Cancer 

Cancer-forums.net 36,051 

cancerforums.net 34,328 

forums.stupidcancer.org 17 

csn.cancer.org/forum 7,959 

 

We chose lung cancer because, according to the most 

recent statistics, it is the most commonly diagnosed cancer in 

the world for both sexes [30], and the second most prevalent 

cancer in the US between both the sexes [31][32]. We then 

compiled a list of drugs used by lung cancer patients to 

ascertain which drug was the most discussed in the forums. 

The drug Erlotinib (trade name Tarceva) was the most 

frequently discussed drug in the message boards. A further 

search revealed that Cancerforums.net, despite having 

slightly fewer posts on lung cancer, had more posts dedicated 

to Erlotinib than the other three message boards mentioned 

above. 

 

Next, we performed a search of the drug, using both the 

trade name (Tarceva) and drug name (Erlotinib). The trade 

name garnered more results (498) compared to the drug name 

(66). The search using the trade name returned 920 posts, 

from 2009 to the present date. 

3. Initial Text Mining and Preprocessing 

A Rapidminer (www.rapidminer.com) [33] data collection 

and processing tree was developed to look for the most 

common positive and negative words, and their term-

frequency-inverse document frequency (TF-IDF) scores 

within each post. Figure 1 shows the data collection and 

processing tree. We initially uploaded the data into the first 

component (‗Read Excel‘). The uploaded data was then 

processed in the second component (‗Process Documents to 

Data‘) using several sub-components (‗Extract Content‘, 

‘Tokenize‘, ‘Transform Cases‘, ‗Filter Stopwords‘, ‗Filter 

Tokens,‘ respectively) that filtered excess noise (misspelled 

words, common stop words, etc.) to ensure a uniform set of 

variables that can be measured. The final component 

(‗Processed Data‘) contained the final word list, with each 

word containing a specific TF-IDF score. 

 

 
 

Fig. 1. The processing tree in Rapidminer to 

ascertain the TF-IDF scores of words in the data 

 

We then assigned weights for each of the words 

found in the user posts using with the following 

formula: 
 
 
 

 

in which tfi,d represents the word frequency (t) in 

the document (d), n represents the number of 

documents within the entire collection, and xt 

represents the number of documents where t occurs 

[30]. 

4. Information Brokers within the Information 

Modules 

 
We first ranked individual nodes in terms of their total 

number of connecting edges (in and out-degree) to identify 

influential users within the modules. 

We then looked nodes in each module based on the 

following criteria: 

1. The nodes have densest degrees within the module 

(highest number of edges). 

2. The UAO scores equate the signs of the MAO of the 

containing module.  
The nodes that qualified were dubbed information brokers, 

based on the above criteria. Their large nodal degrees ensure 

increased information transfer compared to other nodes while 

their matching UAO and MAO scores reflect consistency of 

positive or negative opinion within the containing module. 
 
4.1 Network-based Identification of Side Effects 
 

In the second step of our network-based analysis, we 

devised a strategy for identifying potential side effects 

occurring during the treatment and which user posts on the 

forum highlight. To this goal we overlay the TF-IDF scores 

of the second wordlist (Table 2) onto modules obtained in 

Section IIF. The TF-IDF scores within each module will thus 

directly reflect how frequent a certain side-effect is 

mentioned in module posts. Subsequently, a statistical test 

(such as the t-test for example) can be used to compare the 

values of the TF-IDF scores within the module to those of the 
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overall forum population and identify variables (side-effects) 

that have significantly higher scores.  
Figure 3 presents a diagram that visually describes the steps 

in our network-based analysis. 

 

 

 
 

 

Figure 1:. Diagram describing the framework of our 

network-based analysis. First, the posts collected from the 

forum via Rapidminer are pre-processed using the NTLK 

Toolbox (Step A1) and transformed into two wordlists 

(Step A2). For this step, direct mapping to the MeSH 

vocabulary is used to identify words representing side-

effects Based on the two wordlists, forum posts are 

transformed into numerical vectors containing word-

frequency based TF-IDF scores (step A3). In parallel, 

forum posts and replies are modeled as a directed network 

(Step B1). Obtained network is further refined to identify 

communities/modules of highly interacting users, based on 

the MCSD method [28] (Step B2). Finally, the two 

wordlist vectors datasets (their info reflecting the forum 

information content) are overlaid onto the network 

modules to identify influential users and highlight side-

effects intensively discussed within the modules, 

respectively (Step B3). 

5. Results 

Figure 4 shows the unified matrix resulting from the SOM 

analysis for the wordlist vectors corresponding to the positive 

and negative terms from the message board 

Cancerforums.net. A subset consisting of 30% of the data 

was used for training the SOM. We used a 12 x 12 map size 

with 110 variables corresponding to the positive and negative 

terms to ascertain the weight of the words corresponded to 

the opinion of the drug Erlotinib. As mentioned in the 

Methods section, each word from the list appeared more than 

ten times. This achieved a uniform measurement set while 

eliminating statistically insignificant outliers. 

Much of the user‘s posts converged on three areas of the 

map. We checked the respective nodes‘ correlation with their 

weight vectors‘ values corresponding to positive or negative 

words to define the positive and negative areas of the map. 

The user opinion of Erlotinib was overall satisfactory, with 

Table 3 summarizing the satisfaction/dissatisfaction below: 

 

Table 1: User Opinion Of Erlotinib 

 

Satisfaction Dissatisfaction 

70 percent 30 percent 

BREAKDOWN OF USER OPINION 

Fully Satisfied (23) Full Dissatisfaction (4) 

Satisfied Despite Side Dissatisfaction because of 

Effects (37) Side Effects (20) 

Satisfied Despite Costs (10) Dissatisfaction because of 

 Costs (6) 

 

According to chart, and from our readings of both the user 

posts and the SOM, the most pressing concern from both 

camps was the side effects, which are extensively 

documented in the medical literature. 

6. Conclusion 

     We converted a forum focused on oncology into weighted 

vectors to measure consumer thoughts on the drug Erlotinib 

using positive and negative terms alongside another list 

containing the side effects. Our methods were able to 

investigate positive and negative sentiment on lung cancer 

treatment using the drug by mapping the large dimensional 

data onto a lower dimensional space using the SOM. Most of 

the user data was clustered to the area of the map linked to 

positive sentiment, thus reflecting the general positive view 

of the users. Subsequent network based modeling of the 

forum yielded interesting insights on the underlying 

information exchange among users. Modules of strongly 

interacting users were identified using a multi-scale 

community detection method described in [28]. By 

overlaying these modules with content-based information in 

the form of word-frequency scores retrieved from user posts, 

we were able to identify information brokers which seem to 

play important roles in the shaping the information content of 

the forum. Additionally, we were able to identify potential 

side effects consistently discussed by groups of users. Such 

an approach could be used to raise red flags in future clinical 

surveillance operations, as well as highlighting various other 

treatment related issues. The results have opened new 

possibilities into developing advanced solutions, as well as 

revealing challenges in developing such solutions.  

The consensus on Erlotinib depends on individual 

patient experience. Social media, by its nature, will bring 

different individuals with different experiences and 

viewpoints. We sifted through the data to find positive and 

negative sentiment, which was later confirmed by research 

that emerged regarding Erlotinib‘s effectiveness and side 

effects. Future studies will require more up-to-date 

information for a clearer picture of user feedback on drugs 

and services.  

7. Future Work 

Future solutions will require more advanced detection 

of inter-social dynamics and its effects on the members: such 

interests of study may include rankings, ‗likes‘ of posts, and 
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friendships. Further emphasis on context posting will require 

formal language dictionaries that include medical terms for 

specific diseases, and informal language terms (‗slang‘) to 

clarify posts. Finally, different platforms will allow up-to-

date information on the status of the drug in case one social 

platform ceases to discuss the drug. Another solution can 

look at multiple wordlists that can include multiple 

treatments that, when combined with contextual posting and 

medical lexical dictionaries, can pinpoint the source (or 

multiple sources) of user satisfaction (or dissatisfaction), 

which can open the door towards mapping consumer 

sentiment of multi-drug therapies for advanced diseases. The 

combined solutions can open new avenues of post-marketing 

surveillance research as companies seek real-time, 

‗intelligent‘ data of their products and services to remain 

competitive. This solution can be envisioned on future 

medical devices that can serve as post-marketing feedback 

loop that consumers can use to express their satisfaction (or 

dissatisfaction) directly to the company. The company 

benefits from real-time feedback that can then be used to 

assess if there are any problems and rapidly address such 

problems. Social media can open the door for the health care 

sector in address cost reduction, product and service 

optimization, and patient care. 
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