
www.ijecs.in 

International Journal Of Engineering And Computer Science ISSN:2319-7242 

Volume 6 Issue 3 March 2017, Page No. 20548-20552 

Index Copernicus value (2015): 58.10 DOI: 10.18535/ijecs/v6i3.27 

 

 

Sonia Jenifer Rayen, IJECS Volume 6 Issue 3 March, 2017 Page No. 20548-20552                            Page 20548 

Qualitative Significant Image Reports in Image Reclamation Structure for 

Ontology  
Sonia Jenifer Rayen 

1
, T.GraceWinsolin 

2
 

1 Assistant profesor, 

Department of information technology, 

Jeppiaar Institute of technology,chennai. 
soniya@jeppiaarinstitute.org 

2 Assistant profesor, 

Department of information technology, 

Jeppiaar Institute of technology,chennai. 
gracewinsolint@jeppiaarinstitute.org 

 

Abstract: The structural design addresses the issues of keyword based image retrieval and content-based image retrieval through the use of 

qualitative spatial representations over semantic image annotations. Three types of image retrievalSemantic Retrieval based on Global 

Labels of Images,Semantic Retrieval based on Image concepts, Semantic Retrieval based on Qualitative Relations  
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I . INTRODUCTION  

The Purpose of the proposal is to view the current nature and 

the state of  art in Content Based Image Retrieval. Also, there 

is a way to find the technique for retrieving images on the base 

of automatic structures such as shapes, colors and textures. The 

need is to find purely based on both  a evaluation of the 

appropriate literature and  conclusion along with the discussion 

in the field of research. The Looked-for image from a pool can 

be found out by sharing with the qualified assemblies like 

correspondents and the enterprise engineers. The requirements 

may change for the images going to be retrieved from the 

image viewers (likely to be image users) considerably. This can 

be also be useful to illustrate image query into three different 

stages of abstraction: logical, abstract and primitive. The 

abstract like the importance of the scenes mentioned.  Features 

like colors or shapes can be followed from the primitive level 

of image query, logical features denotes the identity of the 

objects described under the same categoryAs the demands are 

higher for the content based retrieval, the paper focuses on 

content based image retrieval, even though the systems of 

CBIR are currently operates efficiently at the lower levels. 

 Image Retrieval in Content 

Application of computer vision through query based by image 

content also referred as Query by Image Content also meant for 

content-based visual information retrieval. Computing the 

digital images through this computer vision in databases that 

has large images in number is the problem."Content-based" 

means that the real images content will be analyzed through the 

search. The word content in this perspective might refer to 

colors, shapes, textures, and kind of other information that can 

be viewed as image to image. By not knowing the capability of 

examining the contents in the image, searches must depend 

upon the metadata such as captions and keywords. This kind of 

metadata must be created by a human and stored combined 

with a image available in the database that exists. The 

Traditional method has certain problems when the images get 

indexed, which in turn leads to awakening of interest towards 

techniques in order to retrieve the images based on the same 

attribute levels like logical, abstract and primitive. And that 

technology was commonly known as Content Based Image 

Retrieval (CBIR). However, the consequences leads to lacks of 

maturity, and is not yet being used on the substantial scale. 

When there is no presence of hard evidence involved in 

practice for CBIR techniques especially on the effectiveness, 

then it is exactly classified into utility of holding the real-life 

queries in huge and various image assortments. 

2.   Construction of domain segment 

2.1   Histogram Component 

  The histogram is instantaneous graph screening a data points 

count coming under various strategies. There is an experience 

of rough approximation of the frequency distribution of many 

data. The groups of data are called classes, and in the 

framework of a histogram they  known as bins, because one can 

list them as containers that add data and "fill up" at a rate equal 
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to frequency of that data present inside the class. The histogram 

exist with an image is a chart that shows the delivery of 

strengths in a indexed or intensity image. The function which is 

readily available The image histogram function  creates this 

plot by making number of counts n which are equally spaced 

bins, each one present in it  representing a range of data value. 

It then calculates the number of pixels within every one range. 

2.2 RGB Component 

MATLAB stores the components like red, green and blue 

image sometimes referred to as a true color images. It is also 

likely to be called as an m-by-n-by-3 data array that defines 

red, green, and blue color component for each individual pixel. 

The black and white images do use a palette as a component. 

This depiction of each color with the pixels is calculated by the 

bringing together the red, green, and blue intensities stored in 

each color plane at the pixels location. The general formats like 

graphical file is used to store RGB image as 24-bit images, in 

which the Each components red, green, and blue are 8 bits. 

This will give  a potential of 16 million colors. The exactness 

of a an image with which a real-life image can be virtual has 

led to the commonly used term true color image. Mainly to 

describe it further for the concept of the color planes that are 

separate used in an red, green and blue image for the code 

sample below creates a simple RGB image that contains an 

uninterrupted areas of RGB. Secondly, it just creates an image 

for any component of its separate color planes red, green, and 

blue. It then displays each color plane image and the original 

image that are separated   by the factors used in it. 

3. LITERATURE SURVEY 

3.1 The Digital Image collaboration and the development  

The utilization of the images in a human communication is 

roughly new – our cave-dwelling ancestors painted pictures on 

the walls of the caves, and the maps that are used  and the 

building plans for delivering the image content almost certainly 

dates back to pre-Roman times. The recent days are rising to 

witness the unparallel growth in the number, and checking the 

availability and showing the significance of depicted images in 

the all through the days of lives. The information from the 

images can now plays a vital role in the fields like many 

through diverse as medication, broadcasting, marketing, 

proposal and edification. New inventions through these 

technologies such as camerawork and TV set played a big role 

in simplifying the work to modify, capture and to make 

communication with the  image data. Then the factual engine of 

the imaging revolt is about the systems, getting it with the 

range of techniques specified for digital image release, 

handling, loading and spreading which would certainly have 

the startled even developers like John Logie. In 1966 dated, the 

involvement of computers in an imaging techniques, with Ivan 

Sutherland‟s Sketchpad project, established and validated the 

likelihood of electronic creation, managements and storage of 

the image, even though the maintenance cost of hardware may 

high due to their limited  use until the mid-1980s. Once high-

tech imaging can became affordable, then breached into the 

extents conventionally reliant profoundly on the images used 

for message such as trade, structural design and drug. Snapshot 

libraries such as art galleries and museums, has began their 

work to see the merits  of executing their various work events  

available in the electronic form. Thus the formation of the 

WWW in early 1990, permitting the end users to provide 

access for the data in a various forms of media from anywhere 

on a planet, and also has provided additional enormous 

provocation utilization of digital images. The images used in 

huge numbers,   available on the Web was recently assessed to  

between ten and thirty million a symbol which some onlookers 

consider to be  noteworthy undervalue. 

3.2   CBIR Present Stage 1 technique 

Content Based Image Retrieval functions on a totally poles 

apart opinion, retrieving stored images from the pool by 

relating features automatically mined from images themselves 

in comparing the text-based approach of a system,. The mutual 

structures used is mathematical processes like  colors, textures 

and shapes.  Henceforth effectively all current CBIR systems, 

activate at level one event  though it has commercial or any 

experimental in practice. A characteristic of any system allows 

users to articulate the queries through the  submission of an 

example of any type in an image being required, though some 

proposition exchanges such as choice from a palette or sketch 

input. The system then recognizes the stored images whose 

article values match those of the query most thoroughly, and 

thumbnails of the images will be displayed on the screen. 

Reference on the error source will not be found. Approximately 

of the most common used type of features are useful  for an 

image retrieval are described in the following sections. 

3.2.1    Extracting the Colors through an Image 
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Methods are many for retrieving images based on the color 

comparison have been labeled in the literature, but most of the 

dissimilarities on the same basic idea. Analysis of each and 

every  image can be computed and added to the collection and 

also to finalize the computation of a color histogram shows that  

the percentage of the pixels for each color is noticed within all 

the images marked. The color histogram for the entire required 

image is then modified and stored in a database. At the 

consideration period, the user specifies the desired proportion 

of each color, or submits an example image from which the 

color histogram is calculated. The identical process of 

calculation about the images and the retrieval process is then 

retrieve the images whose color histograms match those of the 

query that are more closer. Firstly, the equivalent procedure 

most commonly used in histogram intersection was developed 

by Swain [1992]. Variants of this technique are now used in a 

high proportion CBIR system. An approach of improving on 

Swain and Ballard‟s original technique includes the procedure 

of cumulative color histograms, in combination with the 

histogram intersection with some element of spatial matching, 

and the resources   of region-based color querying.  

3.2.2    Extraction of an attribute - Texture 

The capability for retrieving the images on the origin of surface 

resemblance may not be in use. But the ability to counterpart 

on the texture resemblance can be used now and then 

indistinctive between areas of images with comparable color 

such as sky and sea, or leaves and grass. Variation of 

techniques has been used for measuring texture likeness; the 

best-established depend on comparing the numerical values of 

what is known as second order information that are projected 

from the query and the stored images. Mostly, it evaluates the 

relative brightness of the chosen pairs of pixels from the 

images available. From these estimations and processing, it is 

possible for the calculation of measuring the image texture such 

as the grade of contrast, coarseness, directionality and 

uniformity, or periodicity, directionality or randomness. Next 

the methods that are changed are of texture analysis for 

retrieval process includes the Gabor filters or fractals usage. 

The formulation of texture queries can be expressed in a 

parallel fashion to color the queries, by picking out the sample 

examples of chosen textures from the palette or by providing an 

example query image. This level of system then retrieves the  

images with texture measures are mostly same in the value to 

query. A new recent extension of the technique is the texture 

thesaurus, which retrieves textured regions in the images on the 

basis of their similarity to automatically resulting code words 

representing important classes of texture with the collection. 

3.2.3    Retrieval by Shape 

The ability to retrieve by shape is the most obvious requirement 

at the primitive level. Shapes are of equitably well defined 

concepts and there is considerable indication that the collection 

of objects through the natural resources is principally 

recognized by the shape. The characteristic of object in order 

to find the shape based on the number of features but self-

determining of size or orientation are computed for every 

object identified within stored image. The Features can also be 

helpful in answering the queries by figuring out the same set of 

features for the query image and regaining stored image whose 

features that are most thoroughly match those of the query. The 

types of shape feature mainly used are two:  global features 

such as aspect ratio and moment invariants and local features 

such as the set of consecutive boundary segment. A another 

method to be proposed for matching the feature shape has 

automatically including the relaxed deformation of the blue 

prints, On comparing the edge directional histogram can be 

found out in an image astonishments and emaciated 

representations under the object shape category  that can also 

be compared to the graph identical methods. Queries to shape 

the systems that are formulated for the process of retrieval can 

either by identifying the image to act as the query, or as a user-

drawn sketch. 

3D objects shape similarities is a challenging task  

predominantly where only the object‟s single two dimensional 

view within the database is available. When there is no 

common resolution to this problem is possible, some useful 

inroads have been made into finding the problem out of at least 

some instances in the key input object from different 

viewpoints. First and foremost approach has been  built in 

order to  a set of plausible 3D models with the 2D image 

extract available, and match them with other models in  

database. The process of  generating a series of alternative 2D 

views plays yet another role in each database object, that can 

be  matched with query image. So many related  techniques for 

research issues includes defining 3D shape comparison 

processes and providing a means for users to formulate 3D 

shape queries in this field. 
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3.2.4  Other Basic type retrieval 

An ancient well-known means of opening symbolic data is 

retrieved by its position within an image. An essential aspect of 

retrieving data by spatial location in a geographical information 

systems, and effectual methods to achieve this has been 

processed in earlier days of work .Same kind of  techniques 

have been applied to image pools, letting customers to examine 

the image comprising object in a well-defined spatial 

relationships with each other. Many Enhanced algorithms for 

spatial retrieval are still being proposed. spatial indexing 

occasionally useful on its own, and  has proved effective by 

combining  with other reminders such as color and shape. 

4. Proposed System 

The Focus of the paper concentrates on High level Image 

Feature sets.The disadvantages are Incomplete and 

incompatible RDF triples, SIRNS (Semantic Image Retrieval 

of Natural Scenes) TEHCNIQUE with RDF (Resource 

Description Framework triples) 

5. Architecture diagram 

 

6.Flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

RESULT AND DISCUSSION 

[1] Component

s 

[2] Feature 

Extractio

n 

[3] Result 

[4] Grey [5] Shape 

and 

Colours 

[6] 92.6 % 

[7] RGB [8] Shape 

and 

Colours 

[9] 94.33% 

 

CONCLUSION 

As so many challenges are faced by the RGB pattern involving 

in Retrieval techniques, the degree in which content based 

image retrival is currently being in regular use and clearly seen 

as it is still very limited. CBIR technology  has little impact on 

the more general applications of image penetrating, such as 

broadcasting or home amusement particularly.   

CBIR technology has been adopted only in specialist areas 

such as crime prevention to any significant extent. When the 

problems of image retrieval come into existence in a general 

context, there is no coincidence have not yet been satisfactorily 

solved, An excellent artificial intelligence principle has been 

exploiting natural constrictions is being well approved by 

system exclusive works within controlled provinces where 

shape, color or texture structures show an central part in 

retrieval methodology. The process of conniving the CBIR 

system has been magnificently carried out and the performance 

outcome through this system has been successfully achieved. 

An expected outcome is achieved. The main functions that a 

CBIRS should perform are:Making feature vectors from the 

image based content and padding it in the database results in 

better comparison and segmentation, when retrieving the 

images based on the feature vectors. These mentioned 

functions are thoroughly viewed and validated using software 

called MATLAB 7.0. Also the design is very simple and easy 

to implement. 
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