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Abstract 

Most of the software reliability models are based on reliability growth models which deal with only failure 

detection process. In these models it is assumed that software faults occur randomly at different time points 

and fault correction times are either ignored or considered insignificant. It is also assumed that only one fault 

is detected at any given time point. In this paper we propose a software reliability model in which a random 

number of faults are detected whenever a failure occurs. The model also takes into account the correction 

times for the faults detected.  The software failure times and the correction times are assumed to follow 

exponential distributions. The number of software faults detected at any time point is assumed to follow a 

geometric distribution. The distribution of the total correction time is derived and the model is formulated as 

an alternating renewal process. The properties of the reliability model are studied through the renewal 

process. We obtain the maximum likelihood estimators and also asymptotic interval estimators of the system 

parameters and their properties are discussed. We also propose some large sample tests for the system 

parameters. Some numerical studies have been made to evaluate the power of the tests.  

 

Keywords: Software reliability; Failure detection process; Fault correction process; Maximum likelihood 

estimation; Renewal process; Large sample test; Power of test statistic.  

1. INTRODUCTION 

Computer systems have become more and more important in modern society. The problem of estimating 

reliability of the software and predicting the future behavior of computer software failures has received a 

great deal of attention over the last three decades. Software reliability is defined as the probability of failure 

free software operation for a specified period of time in a specified environment. During the last 30 years, 

numerous software reliability models have been developed by the researchers to provide useful information 

about how to improve software reliability. For a detailed review of software reliability models see [7, 9]. 

In most of the software reliability models discussed in the literature it is assumed that whenever a 

software failures are detected,  these  faults are immediately removed or corrected in the sense that detected 
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faults are corrected before continuing the software testing process.  Goel and Okumoto [2] and Pham [9] 

have discussed some software reliability models with only fault detection processes with the assumption of 

perfect and immediate fault correction. Huang et. al. [4], Huang and Lin [5] and Yamada et. al. [14] have 

discussed some extensions of these models. 

Ignoring fault correction may not be realistic in practice, because finding a software fault is one thing 

and fixing it is another and between these two there is a considerable time delay, we call this as correction 

time and this correction time depends on the availability of man power, skill of a programmer and 

experience of debugging team. Few models are developed taking into account the fault correction processes

 FCPs  for some work on these lines see [3, 10, 11, 12, 13]. 

Schneidewind [7] was the first one to incorporate a constant fault correction time in a model having 

non-homogeneous Poisson process for fault detection process and Xie et. al. [10] have assumed random time 

delay for the fault correction processes for modeling fault detection and correction processes, with the 

emphasis on FCPs  described by a delayed detection process with random or deterministic delay. The 

software failure times as well as correction times are assumed to be exponential. Further, in 2010 see [3] we 

proposed a software reliability model taking into account the fault correction time. The software failure 

times as well as correction times are assumed as exponential. The model is formulated as an alternating 

renewal process. The properties of the reliability model are studied through the renewal process. The system 

parameters are estimated by means of the maximum likelihood estimator. 

In almost all software reliability models discussed in the literature it is assumed that only one fault is 

detected at a time. In this paper, we propose a software reliability model in which a random number of faults 

are detected whenever a failure occurs. The model also takes into account the correction times for the faults 

detected. The software failure times and the correction times are assumed to follow exponential 

distributions. The number of software faults detected at any time point is assumed to follow a geometric 

distribution. The distribution of the total correction time is derived and the model is formulated as an 

alternating renewal process. The properties of the reliability model are studied through the renewal process. 

We obtain the maximum likelihood estimators and also asymptotic interval estimators of the system 

parameters and their properties are discussed. We also propose some large sample tests for the system 

parameters. Some numerical studies have been made to evaluate the power of the tests. 

 

2. MODELING OF FAULT DETECTION AND CORRECTION PROCESSES 

In this section we develop a software reliability model in which the time between successive software 

failures are assumed to a have common exponential distribution and the correction time have a geometric 

compounding of exponential distribution.  
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2.1. Model assumptions 

The software reliability model is defined on following assumptions: 

i. All the faults in a program are mutually independent from the failure detection point of view. 

ii. The time between successive failures is assumed to have an exponential distribution with mean

1/  .  

iii. Whenever a failure occurs, a random number of software faults are detected and this size is 

assumed to follow a geometric distribution with parameter p . 

iv. The correction time for each software fault is assumed to have an exponential distribution with 

mean 1/  . 

v. The failure times and correction times are mutually independent. 

 

2.2. Development of the  model 

Suppose that particular software undergoes a testing process and the software failure times are observed. Let 

it  denote the time at which the thi  software failure occurs ( 1,2,. . . )i n . Let 1 , 1,2,...i i iX t t i n  

denote the software failure times and nX forms a sequence of identically and independently distributed 

 . . .i i d random variable having common exponential distribution with mean1/ . Assume that whenever a 

failure occurs, the failure caused by faults occur in random size. Let iM  denote the number of software 

faults detected at the thi  time point  1,2,...i n . Let 
1

iM

i ij

j

Y Y


  denote the total correction time for the iM  

faults detected at the thi  time point 1,2,...i n . And where ijY  denote the correction time for the 
thj  fault 

detected at the thi  time point, 1,2..., ij M  and 1,2,...i n . 

 

Theorem 2.1 Let 'ijY s  be . . .i i d random variables having common exponential distribution with mean 1/   

for 1,2,... 1,2,. . .ij M and i n  . 

Let
1

iM

i ij

j

Y Y


 , where iM  is a random variable independent of 'ijY s . Let the distribution of iM be geometric 

with parameter p  with p.m.f. 

   1( ) , 1,2,... 0 1m

iP M m g m pq m and p         (1) 

Then { }nY  forms a sequence of i.i.d. random variables having an exponential distribution with mean 1/ p . 
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Proof:   Define 
1

iM

i ij

j

Y Y


 . Since 'ijY s  are i.i.d.  random variables and
iM ’s are independent of 'ijY s , 'iY s  are 

also i.i.d.  random variables and its density function is given by 

 ( )dF y P y Y y dy     

  
1

and
m

P M m y Y y dy




       

   
1m

g m P y Y y dy




          (2) 

Each 'ijY s  be i.i.d.  random variables having common exponential distribution with mean 1/   then 

1

iM

i ij

j

Y Y


  has a gamma distribution with parameters andm   and M has geometric distribution with 

parameter p  then density function of iY  is given by 

 
 

1 1

1

( )
m

m m y

m

dF y pq y e dy
m


  



 


                            (3) 

On simplification the expression  3 reduces to 

   , 0 0 1, 0pyf y pe y and p                                 (4) 

Equation  4 is the density function of random geometric sum of exponential r.v’s or common exponential 

distribution with mean 1/ p . This proves the theorem♦ 

 

2.3. Renewal process model 

Let { }nX  denote the sequence of failure times and { }nY  denote the sequence of correction times. The 

sequence { }nX  and { }nY  constitutes an alternating renewal process. If we denote by , 1,2,...i i iZ X Y i n  

, then { }nZ  is also a renewal process. Sequence { }nZ  is a sequence of i.i.d. random variables with density, 

       
z

yXZ
dxxzfxfzf

0

 

Then density function of Z  reduces to   

    , 0 ,0 1 , 0μpz λz

Z

λμp
f z e e   z  p and λ

λ μp
      


              (5) 

This is the Hypo-exponential distribution. The mean and variance of this distribution are given by 

 

2 2 2
2

2 2 2
mean and variance

p p
m

p p

   


  

 
                   (6) 



DOI: 10.18535/ijecs/v5i12.17 

 

K. Harishchandra, IJECS Volume 05 Issue 12 Dec., 2016 Page No.19363-19374 Page 19367 

Let 
1

n

n i

i

S Z


  and    : n
n

N t Sup n S t  , then   0, ttN  is a renewal process induced by sequence  nZ  

and  tN  denote the total number of renewals in time interval  t,0 . Let  tM  denote the renewal function 

which is equal to expected number of renewals in  t,0 . The Laplace transform of the renewal function is 

defined as  

   
 

 

*

*

*1

f s
M s L M t

s f s
      

 

i.e.   
     

* p p
M s

s p s p p

 

     
 

      

                (7) 

Where  
  

* p
f s

s s p



 


 
is the Laplace transform of distribution function Z . 

The renewal function of the fault detection and correction processes is defined as inverse of the above 

Laplace transform given in  7 , that is 

 
 

  1
p tp

M t e
p

 

 

 
 


                  (8) 

The corresponding renewal density function is derivative of the renewal function given in  8 , that is 

   p t
t pe

 
 

 
                     (9) 

Renewal function   M t  is also called as mean value function  MVF  is defined as expected number of 

faults detected and corrected up to time  t,0  and renewal density function  t  is  also called as intensity 

function. 

For this model the failure rate is constant and is equal to   and is independent of time since the last 

failure. That is, 

 nr t S   

and the reliability function is 

                1 expn n nR t S P X t S t                   (10) 

Let  M t be the renewal function of iZ , then  x  dx  is the probability of one or more corrections in

 dxxx , . If   10 x , that is, if the software is in operating condition at the initial time point,   then the 

availability function  tA  is given by 

       
0

Pr Pr

t

A t T t x T t x dx      
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On simplification we get,    p tp
A t e

p p

  

   

 
 

 
             (11) 

 

3. MAXIMUM LIKELIHOOD ESTIMATION OF THE PARAMETERS 

Suppose that the software program has been put for testing and assume that the data are given for time 

between successive renewals, i.e. the realizations of the random variables for 1,2.....iZ i n . Given the 

data on n  successive renewals iz  the likelihood function for the random variable Z  denoted by  , ;L z   

is obtained using the density function given in  5 as follows  

   
1

, ; i i

n
pz z

i

p
L z e e

p

 
 

 

 



  
    

  
               (12) 

 

Maximum likelihood estimation of and  : 

Taking log on both sides of  12 , we get log-likelihood function that is defined as  zL ;,ln  . That is, 

     
1

ln , ; ln ln ln ln i i

n
pz z

i

L z l n p n p e e
       



                        (13) 

Take partial derivative on  13 w.r.t. unknown model parameters and  , and equating to zero we get 

likelihood equations, those are 

1

1

0

0

i

i i

i

i i

zn
i

pz z
i

pzn
i

pz z
i

z en n

p e e

pz en np

p e e



 



 

  

  



 




 


 
   

  

 
   

  




               (14) 

We do not get closed form expressions for the maximum likelihood estimates  m.l.e.'s  of and  . 

However, the m.l.e.'s  can be obtained by iterative procedure. Let ˆ ˆand   be the m.l.e.'s  of parameters

and  , respectively. We can then obtain the m.l.e.'s  of the renewal function, renewal density, reliability 

function and availability functions by replacing and   by its m.l.e.'s ˆ ˆand   in expressions 

       8 , 9 , 10 and 11  respectively. 

 

Asymptotic confidence intervals:   

If we denote the m.l.e.  of ( , )    by  ˆ ˆ ˆ,   , the observed information matrix is then given by  
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  

2 2

2

2 2

2

ˆ ˆ,

ln ln

ln ln

l l
E E

I
l l

E E

   

  


  
 

     
     

      

     
            

                (15) 

And hence the variance covariance matrix would be  1I  . The approximate  1 100%  confidence 

intervals for the parameters and   are  2
ˆ ˆV   and  2

ˆ ˆV    respectively, where  ˆV   and 

 ˆV   are the variances of ˆ ˆand  , which are given by the first and the second, diagonal element of  1I 

, and 2 is the upper  2  percentile of standard normal distribution. 

 

4. HYPOTHESIS TESTING FOR and   

Here we consider a hypothesis testing problem for the model parameters and  . These hypotheses testing 

problems are basically of interest to compare two alternative software failure detection or correction 

processes. Consider the problem of testing the hypothesis  

              0 0 0: ,H       against the alternative that the equality does not hold for at least for one 

parameter.                                        (16) 

Here we propose three large sample test procedures for  16 .  We state below three basic central limit 

theorems related to renewal processes without proof.  

 

Lemma 1: Let   0, ttN  be the renewal process generated by F  and  ...,2,1, nZn be renewal times with 

distribution function F , with mean and variance exist and are finite. Let 

be renewal times with distribution function F . Then from the central limit theorem on 

renewal process, we have 

 
 

2

3

lim
t

tN t
mP s s

t
m



 
 

   
 
 

                (17) 

where  s  is the d.f. of standard normal variate. 

Based on  17  we propose the test statistic be 

 
0

1
2

0
3

0

tN t
m

Z
t

m





             (18)  

 im E Z  
22

iE Z m  

 ...,2,1, nZn
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For testing the hypothesis stated in  16  the rule is to reject 0H  if . 

Power function of the above test is denoted by  1 ,    given by   

 
1 1

1 1
1 1 1 1 1

2 2
1 1

, 1 H H

tB tB
P Z z C P Z z C

tA tA
   

   
         

      

            (19) 

Where
 
 

 

 

2 2 2

0 0 0

1 1

0 0 0

,
p p p p

A B p
p p

      


   

 
  

 
  

and  
  

  

32 2 2

0 0 0 0 0 0

1 32 2 2

0 0 0

p p p
C

p p p

     

    

 


 
 

 

Lemma 2: Let be renewals with distribution function F , for which the mean and 

variance  
22

iE Z m   exist and are finite. Let   0, ttN  be the renewal process generated by F . Then 

from the central limit theorem on renewal process, we have  

 
 

2
lim

N t

t

S t
P s s

t m

  
   

  

                (20) 

Where,  

 





tN

i

itN
ZS

1

 that is time of the last event at time t. 

Based on  20  we propose the test statistic 
 

 
 

2
2 2 2

0 0 0

0 0 0 0 0 0

N t
S t

Z
p t

p p

 

   








            (21) 

For the hypothesis in stated in  16 based on  21  the rule is to reject 0H  if
2

2

Z Z . 

Power function of the above test is denoted by  2 ,   , that is 

  
1 12 2 2 2 2

2 2

, 1 H HP Z z A P Z z A            
      

               (22) 

Where, 
  

  

2 2 2

0 0 0

2 2 2 2

0 0 0 0 0 0

p p p
A

p p p

    

     

 


 
 

 

Lemma 3: Let distribution of the length of time the software system will be in correction process has been 

given by Barlow and Hunter see [1]. That is  
 





tN

i

iYtD
1

 be the length of time t  that the software under 

correction process. Then for large values of t , the asymptotic distribution of  tD will be 

1
2

Z Z

 ...,2,1, nZn  im E Z
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 
 

 

 

3

lim

2
t

t
D t

p
P s s

pt

p



 



 



 
 
  

   
  
      

                    (23) 

Based on  23  we define the statistic 
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            (24)         

In this case for the hypothesis in  16  the rule is to reject 0H  if
3

2

Z Z . 

Power function of the above test is denoted by   ,
3

 and is given by, 
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Where, 
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5. NUMERICAL COMPUTATION  

To illustrate the estimation procedure and application of the Software reliability model (existing as well as 

proposed), we have carried out the data analysis of a real software data set. The data set had been collected 

during 19 weeks of testing a real time command and control system, and 328 faults were detected during 

testing. These data are cited from Ohba et al. [8]. 

We make use of Akaike’s information criteria (AIC) for comparing the performances of different 

models.  AIC defined as 

  AIC = -2log likelihood functionat its maximummvalue +2N  (26) 

Where, N represents the number of parameters in the model. 

 Analyzing data set, we obtain the estimation results and AIC value for existing models (Here we call 

Goel and Okumoto [2] model as SRM-1, Delayed S-shaped NHPP [14] model as SRM-2 and Harishchandra 

and Manjunatha [3] model as SRM-3) is shown in Table 5.1 and for different values of p  proposed model 

summarized in Tables 5.2.  

 

6. SIMULATION STUDY 

          In Section 3, we have discussed the maximum likelihood method of estimation of the parameters of 

the failure time and fault correction time distributions. It was observed that no closed form solutions are 
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available for the m.l.e’s.  In this section we provide the maximum likelihood estimates of the parameters for 

some choice of the parameters and sample sizes through a simulation study. 

           A sequence of n observations { , 1,2,... }ix i n is generated from an exponential distributions with 

parameter   with sample size n  and another sequence of n observations{ , 1,2,... }iy i n  generated from 

exponential distributions with parameter of p  with sample size n . For the values of 

8,12,16 and 2,4,8    and 0.5,0.8p   and m.l.e's  of model parameters and   are estimated using 

expression (14) for sample sizes 50, 100n  . These results are shown in Table 6.1.  

 

From Table 6.1, it may be observed that the estimated values are fairly close to assumed values for sample 

size 50n   and the performance of these estimates are further better  for large sample size 100n  . It may 

be noted that for small sample size such as 50n   the technique provides estimates of the parameters very 

close to assumed value. It is also observed that the standard error reduces to zero as sample size increases. 

 

7. POWER OF THE TEST PROCEDURES 

In this section, we evaluate the power of the three test statistics proposed in section 4.  

Consider the hypothesis 0 0 0: ,H       against the alternative hypothesis 0 0 0: ,H      .  

Let  0 04, 4    and 0.9, 35p t  ( t  is in time units) and 0.05  (level of significance). The power 

curves for three test statistics proposed in section 4 are shown in Fig. 7.1. In this case it may be observed 

that the test based on the statistic 2Z  does not perform well for values of 4  and 2Z also does not perform 

satisfactorily for 6  . 

 The power curves for testing power curves for testing 0 : 4, 4H     against the alternative 

hypothesis 0 : 4, 4H    . Let  0 04, 4    and 0.9, 35p t  (t is in time units) and 0.05  . The 

three proposed tests are shown in Fig. 7.2. In this case we can see that both statistics 1Z  and 3Z  performance 

are good and also it may be observed that the test based on the statistic 2Z  does not perform well for values 

of 4  . 

 

8. CONCLUSIONS AND REMARKS 

In this paper we have developed a software reliability model which takes into account besides the failure 

occurrence times also the fault correction times. The model is developed assuming exponential distribution 

for failure times and whenever failure occurs a random number of software faults are detected.  Assuming 

fault correction times to be exponential distribution the compound distribution of fault correction time is 

derived. The model is formulated as a renewal process and the properties of the software reliability model 
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are studied through the properties of the renewal process. The maximum likelihood estimates and 

asymptotic interval estimates of the model parameters have been obtained. Three different large sample tests 

have been proposed for the model parameters and their power functions are evaluated from numerical 

studies. It is observed that one test perform well for two sided alternatives for both detection and correction 

alternative hypothesis and one test performs well for only one two sided alternatives of correction type and 

the other one test perform only for one sided alternatives for both type of detection and correction 

alternatives. These tests are basically of importance from the point of view of comparing the performances 

of different fault correction processes. The model can be extended to the cases of other forms of failure 

times and fault correction times whose range of distribution taking continuous non-negative random 

variables. 
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