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Abstract : Cloud computing refers to service delivery over internet by several application which are in distributed data centers. Cloud 

computing has many advantages along with some issues. These issues are related with load management, reliability, data portability, various 

security issues and much more. In this paper our main concern is load balancing algorithms in cloud computing. The load can be network 

load, memory capacity, CPU load etc. The load balancing is a process of reassigning the total load to the individual nodes of the collective 

system to make resource utilization effective and to improve the response time of the job, simultaneously removing a condition in which some 

of the nodes are over loaded while some others are under loaded. This paper presents various issues of cloud computing especially related to 

load balancing and various load balancing algorithms or technique in cloud computing adopted in past research work have been analyzed 

and findings were illustrated in this paper. 
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I. INTRODUCTION 

Cloud computing is a model for enabling convenient, on-

demand network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly provisioned 

and released with minimal management effort or service 

provider interaction[1]. Cloud computing services are 

becoming the primary source of computing power for both 

enterprises and personal computing applications. A cloud 

computing platform can provide a variety of resources, 

including infrastructure, software, and services, to users in 

an on-demand fashion. To access these resources, a cloud 

user submits a request for resources. The cloud provider 

then provides the requested resources from a common 

resource pool (e.g., a cluster of servers), and allows the user 

to use these resources for a required time period. Compared 

to traditional “own-and-use” approaches, cloud computing 

services eliminate the costs of purchasing and maintaining 

the infrastructures for cloud users, and allow the users to 

dynamically scale up and down computing resources in real 

time based on their needs. Several cloud computing systems 

are now commercially available, including Amazon EC2 

system , Google‟s AppEngine, and Microsoft‟s Azure.s. 

Load balancing is one of the central issues in cloud 

computing [28]. It is a mechanism that distributes the 

dynamic local workload evenly across all the nodes in the 

whole cloud to avoid a situation where some nodes are 

heavily loaded while others are idle or doing little work. It 

helps to achieve a high user satisfaction and resource 

utilization ratio, hence improving the overall performance 

and resource utility of the system. It also ensures that every 

computing resource is distributed efficiently and fairly . It 

further prevents bottlenecks of the system which may occur 

due to load imbalance. When one or more components of 

any service fail, load balancing helps in continuation of the 

service by implementing fair-over, i.e. in provisioning and 

de-provisioning of instances of applications without fail. It 

also ensures that every computing resource is distributed 

efficiently and fairly [28] . Consumption of resources and 

conservation of energy are not always a prime focus of 

discussion in cloud computing. However, resource 

consumption can be kept to a minimum with proper load 

balancing which not only helps in reducing costs but making 

enterprises greener [29] . Scalability which is one of the 

very important features of cloud computing is also enabled 

by load balancing. 

 The rest of paper is organised as follows. Section II 

introduces the overview of cloud computing. Section III 

introduces the issues of cloud computing environment. 

Section IV introduces the over view of load balancing 

algorithms. Section V introduces the various load balancing 

algorithms which are used in cloud computing environment. 

Finally, section VI concludes this paper. 

 

 

II. OVERVIEW OF CLOUD COMPUTING 

Cloud computing is define as “Cloud computing is Internet-

based computing, whereby shared resources, software, and 

information are provided to computers and other devices on 

demand, like the electricity grid. It is a style of computing in 

which dynamically scalable and often virtualized resources 

are provided as a service over the Internet[2]. 

Cloud computing is an on demand service in which shared 

resources, information, software and other devices are 

provided according to the clients requirement at specific 

time. Its a term which is generally used in case of Internet. 

The whole Internet can be viewed as a cloud. Capital and 

operational costs can be cut using cloud computing.  
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Figure 1: A cloud is used in network diagrams to depict the internet ( 

adopted from [3]). 

A. Component of Cloud Computing 

               A Cloud system consists of 3 major components 

such as clients, datacenter, and distributed servers. Each 

element has a definite purpose and plays a specific role 

 

 
Figure 2: Components of Cloud [4]  

 

i. Clients: 

              End users interact with the clients to manage 

information related to the cloud. Clients generally fall into 

three categories as given in [1]: 

 Mobile: Windows Mobile Smartphone, smartphones, like a     

              Blackberry, or an iPhone. 

Thin: They don‟t do any computation work. They only  

           dispaly the information. Servers do all the works for  

           them. Thin clients don‟t have any internal memory. 

Thick: These use different browsers like IE or mozilla 

Firefox or Google Chrome to connect to the Internet cloud. 

 

Now-a-days thin clients are more popular as compared to 

other clients because of their low price, security, low 

consuption of power, less noise, easily replaceble and 

repairable etc. 

 

ii. Datacenter 

               Datacenter is nothing but a collection of servers 

hosting different applications. A end user connects to the 

datacenter to subscribe different applications. A datacenter 

may exist at a large distance from the clients. 

 

Now-a-days a concept called virtualisation is used to install 

a software that allow multiple instances of virtual server 

applications.  

 

iii. Distributed servers  

               Distributed servers are the parts of a cloud which 

are present throughout the Internet hosting different 

applications. But while using the application from the cloud, 

the user will feel that he is using this application from its 

own machine. 

 

B. Architecture of Cloud Computing 

            Fig. 3 Shows the layered architecture of cloud 

computing. Cloud architecture is the design of software 

applications that uses internet-accessible on-demand service. 

Cloud architectures are underlying on infrastructure which is 

used only when it is needed that draw the necessary 

resources on demand and perform a specific job, then 

relinquish the unneeded resources and often dispose them 

after the job is done.   

 
Fig. 3: Cloud Layered Architecture [5] 

The services are accessible anywhere in the world, with the 

cloud appearing as a single point of access for all the 

computing needs of consumers. Cloud architectures address 

the key difficulties surrounding large scale data 

processing[5]. 

 

C. Service Model of Cloud Computing 

               There are three categories  of cloud services such 

as infrastructure, platform, software. There services are 

delivered and consumed in real time over the internet. 

i. Software-as-a-Service (SaaS): 

 SaaS focuses on providing users with business 

specific capabilities such as email or customer management. 

In SaaS organizations and developers can use the business 

specific capabilities developed by third parties in the 

“cloud”. One of the example of SaaS provider is Google 

Apps that provides large suite of web based applications for 

enterprise use[6]. 

ii. Platform-as-a-Service (Paas):  

Paas is a service model of cloud computing. In 
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this model clients create the software using tools and 

libraries from the provider. Clients also control software 

deployment and configuration settings. The provider 
provides the network, servers and storage.  

One of the examples of PaaS is Google App Engine that 

provides clients to run their applications on Google‟s 

infrastructure[6]. 

 

iii. Infrastructure-as-a-Service (IaaS): 

 IaaS provides mainly conceptual infrastructure  

over the internet (e.g. compute cycles or storage). IaaS 

allows organizations and developers to extend their IT 

infrastructure on demand basis. 

One of the examples of IaaS providers is Amazon Elastic 

Compute Cloud (EC2). It provides users with a special 

virtual machine that can be deployed and run on the EC2 

infrastructure[6]. 

 

D. Deployment Model of Cloud Computing 

There are four primary cloud deployment model: 

Public cloud 

Private cloud 

Community cloud 

Hybrid cloud 

Their differences lie primarily in the scope and accessed of 

published cloud services, as they are made available to 

services consumers. 

 
Table 1 : Cloud Deployment models [7] 

 

 

E. Advantage of Cloud Computing  

Cloud computing offers various advantages such as : 

Mobility: We don‟t need to carry our personal computer, 

because we can access our documents anytime anywhere 

[8]. 

 

Virtualization: In cloud computing, virtualization is a 

concept where users have a single view of available 

resources irrespective of their arrangement in physical 

devices. So it is advantageous for the providing the service 

towards users with less number of physical resources. 

 

Scalability: Scalability is the capability of a system to 

increase total throughput under an increased load when 
resources are added. Resources can be hardware, servers, 

storage, and network. The user can quickly scale up or scale 

down the resources in cloud computing according to their 

need without buying the resources[8]. 

 

Maximized Storage: Users or clients in cloud computing can 

store more data in cloud than on private computer systems, 

which they use regular basis. It not only relieves them from 

buying extra storage space, but also improves performance 

of their regular system, as it is less loaded. On the other 

hand, data or programs are accessed anytime through 

internet, since they are available in cloud[8]. 

 

Low infrastructure cost - As in the clouds the user need not 

own the resources, it just need to pay as per the usage in 

terms of time, storage and services. This feature reduces the 

cost of owning the infrastructure. 

 

Green Technology- The cloud computing is a green 

technology since it enable resource sharing among users 

thus not requiring large data centers that consumes a lot of 

power[9]. 

 

Fast Implementation- Time of Implementation of cloud 

for an application may be in days or sometimes in hours. 

You just need a valid credit card and need to fulfill some 

online registration formalities[9] 

 

III. ISSUES OF CLOUD COMPUTING 

There are various issues in cloud computing environment 

some of the technical issues in cloud computing will include 

load balancing, security, reliability, ownership, data back-

up,data portability, multiplatform support, and intellectual 

property and many more. Here is a rundown on most of the 

current issues concerning cloud computing: 

 

Security [10] :Usually security is the focal concern in terms 

of data, infrastructure, and virtualization etc. Corporate 

information is not only a competitive asset, but it often 

contains information of customers, consumers and 

employees that in the wrong hand, could create a civil 

liability and possibly criminal charges. Cloud computing can 

be made secure but securing cloud computing data is a 

contractual issues as well as a technical one. 
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Interoperability [5]:The issues of interoperability is needed 

to allow applications to be ported between clouds or to use 

multiple infrastructures before critical business applications 

are delivered from the cloud. Recently cloud computing 

interoperability forum(CCIF) was formed to define an 

organization that would enable interoperable enterprise 

cloud computing  platform through application integration 

and stake holder cooperation. 

Bandwidth, quality of service and data limits [11]:Cloud 

computing requires not just high speed, but also high quality 

broadband connections, that are always connected. Whilst 

any websites are usable on non-broadband connections or 

slow broadband connections; cloud-based applications are 

often not usable. Connection speed in Kilobyte per second 

(or MB/s and GB/s) is important for use of cloud computing 

services. Also important are Quality of Service (QoS); 

indicators for which include the amount of time the 

connections are dropped, response time (ping), and the 

extent of the delays in the processing of network data 

(latency) and loss of data (packet loss). If the benefits of 

cloud computing are to be reaped at a national development 

level then investment in access infrastructure, backbone 

infrastructure, the last-mile (or local loop). 

Load Balancing [12]: Load balancing is a relatively new 

technique that facilitates networks and resources by 

providing a maximum throughput with minimum response 

time. Dividing the traffic between servers, data can be sent 

and received without major delay. Different kinds of 

algorithms are available that helps traffic loaded between 

available servers. A basic example of load balancing in our 

daily life can be related to websites. Without load balancing, 

users could experience delays, timeouts and possible long 

system responses. Load balancing solutions usually apply 

redundant servers which help a better distribution of the 

communication traffic so that the website availability is 

conclusively settled. 

Service Level Agreement (SLA)[10]: Although cloud 

consumers do not have control over the underlying 

computing resources, they do need to ensure the quality, 

availability, reliability, and performance of these resources 

when consumers have migrated their core business functions 

onto their entrusted cloud. In other words, it is vital for 

consumers to obtain guarantees from providers on service 

delivery. Typically, these are provided through Service 

Level Agreements (SLAs) negotiated between the providers 

and consumers. The very first issue is the definition of SLA 

specifications in such a way that has an appropriate level of 

granularity, namely the tradeoffs between expressiveness 

and complicatedness, so that they can cover most of the 

consumer expectations and is relatively simple to be 

weighted, verified, evaluated, and enforced by the resource 

allocation mechanism on the cloud. In addition, different 

cloud offerings (IaaS, PaaS, and SaaS) will need to define 

different SLA metaspecifications. This also raises a number 

of implementation problems for the cloud providers. 

Furthermore, advanced SLA mechanisms need to constantly 

incorporate user feedback and customization features into 

the SLA evaluation framework. 

Multiplatform Support [13]: More an issue for IT 

departments using managed services is how the cloudbased 

service integrates across different  platforms and operating 

systems, e.g. OS X, Windows, Linux and thinclients. 

Usually, some customized adaption of the service takes care 

of any problem. Multiplatform support requirements will 

ease as more user interfaces become web-based. 

Reliability [32]: Some people worry also about whether a 

cloud service provider is financially stable and hether their 

data storage system is trustworthy. Most cloud providers 

attempt to mollify this concern by using redundant storage 

techniques, but it is still possible that a service could crash 

or go out of business, leaving users with limited or no access 

to their data. A diversification of providers can help alleviate 

this concern, albeit at a higher cost. 

 

IV. OVERVIEW OF LOAD BALANCING 

It is a process of reassigning the total load to the individual 

nodes of the collective system to make resource utilization 

effective and to improve the response time of the job, 

simultaneously removing a condition in which some of the 

nodes are over loaded while some others are under loaded. 

A load   balancing algorithm which is dynamic in nature 

does not consider the previous state or behavior of the 

system, that is, it depends  on the present behavior of the 

system. The important things to consider while developing 

such algorithm are : estimation of load,   comparison of 

load, stability of different  system, performance of system, 

interaction between the nodes, nature of work to be  

transferred, selecting of nodes and many other ones [4] . 

This load considered can be in terms of CPU load, amount 

of memory used, delay or Network load. 

A. Goals of Load balancing  

             The goals of load balancing are as follows : 

i. To improve the performance substantially 

ii. To have a backup plan in case the system fails 

even partially 

iii. To maintain the system stability 

iv. To accommodate future modification in the 

system 

B. Types of Load balancing algorithms 

 

               Depending on who initiated the process, load 

balancing algorithms can be of three catagories : 

 

i. Sender Initiated: If the load balancing 

algorithm is initialised by the sender 

ii. Receiver Initiated: If the load balancing 

algorithm is initiated by the receiver   

iii. Symmetric: It is the combination of both 

sender initiated and receiver initiated 

 

Depending on the current state of the system, load balancing 

algorithms can be divided into 2 catagories : 

 

i. Static: It doesnt depend on the current state of 

the system. Prior knowledge of the system is 

needed 
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ii.  Dynamic: Decisions on load balancing are 

based on current state of the system. No prior 

knowledge is needed. So it is better than static 

approach.  

C. Load Balancing Metrics 

 
Table 2 : Metrics in existing LB techniques in cloud computing  

 
D. Need of Load Balancing in Cloud Computing 

               Load balancing in clouds is a mechanism that 

distributes the excess dynamic local workload evenly across 

all the nodes. It is used to achieve a high user satisfaction 

and resource utilization ratio [15], making sure that no 

single node is overwhelmed, hence improving the overall 

performance of the system. Proper load balancing can help 

in utilizing the available resources optimally, thereby 

minimizing the resource consumption. It also helps in 

implementing fail-over, enabling scalability, avoiding 

bottlenecks and over-provisioning, reducing response time 

etc.  

Apart from the above-mentioned factors, load balancing is 

also required to achieve Green computing in clouds which 

can be done with the help of the following two factors:  

• Reducing Energy Consumption - Load balancing helps in 

avoiding overheating by balancing the workload across all 

the nodes of a cloud, hence reducing the amount of energy 

consumed.  

• Reducing Carbon Emission - Energy consumption and 

carbon emission go hand in hand. The more the energy 

consumed, higher is the carbon footprint. As the energy 

consumption is reduced with the help of Load balancing, so 

is the carbon emission helping in achieving Green 

computing.  

 

 

 

v. EXISTING LOAD BALANCING 

TECHNIQUES 

Brief reviews of few existing load balancing algorithms are 

presented in the following:  

Scheduling strategy on load balancing of virtual machine 

resources:  - J. Hu et al. [14] proposed a scheduling strategy 

on load balancing of VM resources that uses historical data 

and current state of the system. This strategy achieves the 

best load balancing and reduced dynamic migration by using 

a genetic algorithm. It helps in resolving the issue of load-

imbalance and high cost of migration thus achieving better 

resource utilization.  

Central load balancing policy for virtual machines - A. 

Bhadani et al. [15] proposed a Central Load Balancing 

Policy for Virtual Machines (CLBVM) that balances the 

load evenly in a distributed virtual machine/cloud 

computing environment. This policy improves the overall 

performance of the system but does not consider the  

systems that are fault-tolerant.  

LBVS: Load Balancing strategy for Virtual Storage :- H. Liu 

et al. [16] proposed a load balancing virtual storage strategy 

(LBVS) that provides a large scale net data storage model 

and Storage as a Service model based on Cloud Storage. 

Storage virtualization is achieved using an architecture that 

is three-layered and load balancing is achieved using two 

load balancing modules. It helps in improving the efficiency 

of concurrent access by using replica balancing further 

reducing the response time and enhancing the capacity of 

disaster recovery. This strategy also helps in improving the 

use rate of storage resource, flexibility and robustness of the 

system. 

Decentralized content aware load balancing: - H. Mehta et 

al. [17] proposed a new content aware load balancing policy 

named as workload and client aware policy (WCAP). It uses 

a unique and special property (USP) to specify the unique 

and special property of the requests as well as computing 

nodes. USP helps the scheduler to decide the best suitable 

node for the processing the requests. This strategy is 

implemented in a decentralized manner with low overhead. 

By using the content information to narrow down the search, 

this technique improves the searching performance and 

hence overall performance of the system. It also helps in 
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reducing the idle time of the computing nodes hence 

improving their utilization. 

Server-based load balancing for Internet distributed services 

- A. M. Nakai et al. [18] proposed a new  serverbased load 

balancing policy for web servers which are distributed all 

over the world. It helps in reducing the service response 

times by using a protocol that limits the redirection of 

requests to the closest remote servers without overloading 

them. A middleware is described to implement this protocol. 

It also uses a heuristic to help web servers to endure 

overloads.  

Join-Idle-Queue - Y. Lua et al. [19] proposed a Join- Idle-

Queue load balancing algorithm for dynamically scalable 

web services. This algorithm provides largescale largescale 

load balancing with distributed dispatchers by, first load 

balancing idle processors across dispatchers for the 

availability of idle processors at each dispatcher and then, 

assigning jobs to processors to reduce average queue length 

at each processor. By removing the load balancing work 

from the critical path of request processing, it effectively 

reduces the system load, incurs no communication overhead 

at job arrivals and does not increase actual response time.  

A Lock-free multiprocessing solution for LB - X. Liu et al. 

[20] proposed a lock-free multiprocessing load balancing 

solution that avoids the use of shared memory in contrast to 

other multiprocessing load balancing solutions which use 

shared memory and lock to maintain a user session. It is 

achieved by modifying Linux kernel. This solution helps in 

improving the overall performance of load balancer in a 

multi-core environment by running multiple load-balancing 

processes in one load balancer.  

A Task Scheduling Algorithm Based on Load Balancing - 

Y. Fang et al. [21] discussed a two-level task scheduling 

mechanism based on load balancing to meet dynamic 

requirements of users and obtain a high resource utilization. 

It achieves load balancing by first mapping tasks to virtual 

machines and then virtual  machines to host resources 

thereby improving the task  response time, resource 

utilization and overall performance of the cloud computing 

environment. 

Honeybee Foraging Behavior - M. Randles et al. [22] 

investigated a decentralized honeybee-based load balancing 

technique that is a nature-inspired algorithm for self-

organization. It achieves global load balancing  through 

local server actions. Performance of the system is enhanced 

with increased system diversity but throughput is not 

increased with an increase in system size. It is best suited for 

the conditions where the diverse population of service types 

is required.  

ACCLB (Load Balancing mechanism based on ant colony 

and complex network theory) - Z. Zhang et al. [23] proposed 

a load balancing mechanism based on ant colony and 

complex network theory in an open cloud computing 

federation. It uses small-world and scale-free characteristics 

of a complex network to achieve better load balancing. This 

technique overcomes heterogeneity, is adaptive to dynamic 

environments, is excellent in fault tolerance and has good 

scalability hence helps in improving the performance of the 

system.  

Particle Swarm Optimization :- Wu et. al [24] has 

experimented with a set of workflow applications by varying 

their data communication costs and computation costs 

according to a cloud price model. First, the algorithm starts 

with swarm initialization using greedy randomized adaptive 

search procedure to guarantee each particle in the initial 

swarm is a feasible and efficient solution. Then, compute the 

potential exemplars, pbest and gbest, for particles to learn 

from while they are moving. The stop condition is 

considered as the user‟s QoS requirements, such as 

deadline, the budget for computation cost or data transfer 

cost. The particle‟s new position generation procedure has 

three steps: 1) select elements from the promising set of 

pairs with larger probability, that is, the particle learns from 

gbest and pbest; 2) due to the discrete property of 

scheduling, there are usually not enough feasible pairs in 

gbest to generate new position, so the particle will learn 

from its previous position; 3) all the unmapped tasks should 

choose resources from other feasible pairs. Finally, gbest 

will be return as optimal solution. The authors have also 

compared the total computation cost optimization ratio by 

varying the tasks number. The result shows that when the 

task number of the workflow becomes large, their technique 

optimization ratio increases relatively dramatic. It means the 

technique can actually achieve lower cost for executing the 

workflow. Experimental results show that the proposed 

algorithm can achieve much more cost savings and better 

performance on makes pan and cost optimization. Result 

could be better if SLA was considered. The goal of this 

study was to determine whether the literature on load 

balancing techniques in cloud computing provides a uniform 

and rigorous base. The papers were initially obtained in a 

broad search in four databases covering relevant journals, 

conference and workshop proceedings. Then an extensive 

systematic selection process was carried out to identify 

papers describing load balancing techniques in cloud 

computing. The results presented here thus give a good 

picture of the existing load balancing techniques in cloud 

computing. 

Two-phase load balancing algorithm (OLB + LBMM) - S.-

C. Wang et al. [25] proposed a two- phase scheduling 

algorithm that combines OLB (Opportunistic Load 

Balancing) and LBMM (Load Balance Min-Min) scheduling 
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algorithms to utilize better executing efficiency and 

maintain the load balancing of the system. OLB scheduling 

algorithm, keeps every node in working state to achieve the 

goal of load balance and LBMM scheduling algorithm is 

utilized to minimize the execution time of each task on the 

node thereby minimizing the overall completion time. This 

combined approach hence helps in an efficient utilization of 

resources and enhances the work efficiency.   

Event-driven - V. Nae et al. [20] presented an eventdriven 

load balancing algorithm for real-time Massively 

Multiplayer Online Games (MMOG). This algorithm after 

receiving capacity events as input, analyzes its components 

in context of the resources and the global state of the game 

session, thereby generating the game session load balancing 

actions. It is capable of scaling up and down a game session 

on multiple resources according to the variable user load but 

has occasional QoS breaches. 

VectorDot - A. Singh et al. [29] proposed a novel load 

balancing algorithm called VectorDot. It handles the 

hierarchical complexity of the data-center and  

multidimensionality of resource loads across servers, 

network switches, and storage in an agile data center that 

has integrated server and storage virtualization technologies. 

VectorDot uses dot product to distinguish nodes based on 

the item requirements and helps in removing overloads on 

servers, switches and storage nodes.  

 

vi. CONCLUSION 

Existing Load Balancing techniques that have been studied, 

mainly focus on reducing overhead, service response time 

and improving performance etc., but none of the techniques 

has considered the energy consumption and carbon emission 

factors. Therefore, there is a need to develop an Energy-

efficient load balancing technique that can improve the 

performance of cloud computing workload across all the 

nodes of a Cloud, hence reducing energy consumption. 

along with maximum resource utilization, in turn reducing 

energy consumption as well as carbon emission to an extent 

that will help achieve Green Computing. Data security 

includes the specific controls and technologies used to 

enforce information governance. The Cloud Computing 

provider must assure the data owner that they provide full 

disclosure (aka „transparency‟) regarding security practices 

and procedures as stated in their SLAs. Data security 

lifecycle is an essential part of cloud computing governance, 

yet its emphasizing different elements such as location of 

data, access of data and control of data and mapping of 

lifecycle and Function vs. Controls.  
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