
www.ijecs.in  

International Journal Of Engineering And Computer Science ISSN: 2319-7242     

Volume 4 Issue 9 Sep 2015, Page No. 14429-14435 

  

 

Anshul Sharma1 IJECS Volume 04 Issue 09 September, 2015 Page No.14429-14434 Page 14429 

Comparative Analysis of performance of K-means algorithm for skin 

detection using wearable Sensors 
Anshul Sharma1, Varun Sharma2, Anil Saroliya3  

1,2,3Amity School of Engineering & Technology 

Amity University Rajasthan, India 

1ansh.zeuss@gmail.com, 2vsharma@jpr.amity.edu, 3asaroliya@jpr.amity.edu 

 
Abstract: The main idea of this project to provide an alternative method of analysis of K-means algorithm using wearable 

sensors. The presented work is a give the step of classification using K-means algorithm of data. It is well known classification 

approach for clustering in data representation. The analysis verifies and motivates the presented method which increases the 

advantage for intensity independent activity recognition. It is also present the design, implementation and testing of the K-means 

algorithm through complete experimentation by using wearable sensors. Finally performance analysis of the K-means algorithm 

on skin detection as well as features extracted discuss in detail. 

Introduction: The K-means algorithms used as Classifier for skin detection in health monitoring to 

reduce the loss of the lives specifically for patients need to consider the related issues of its acceptability by 

the patients. In this paper the comparative analysis of the performance of K-means classifier based on the 

performance of the basic K-means with modified k-means algorithm  skin detection for health monitoring 

using skin conductance signal wearable computing parameter[4]. It also provides the details of data 

partitioning, methodology adopted for analysis, design & implementation of algorithms and tests results for 

individual version of three K-Means algorithms and the comparative analysis of all the algorithms for 

specific case of skin detection data. The Skin detection is a very important pre-processing step in many 

different applications, such as face detection, people detection, image content interpretation, de-

identification for privacy protection in multimedia content. There is no a perfect solution for skin detection, 

since this process is a compromise on speed, simplicity and precision (detection quality). It is not possible to 

achieve all three aspects in the same time. If it is fast and simple it is imprecise (large number of false 

positive detections). The skin conductance is used to determine the electrical conductance of the skin. This is 

control and dependent on the value of sweat induced skin moisture.  The skin detection are represented by 

different name that are Galvanic Skin Response (GSR), Electro dermal Response (EDR), Psycho Galvanic 

Reflex (PGR), Skin Conductance Response (SCR) and Skin Conductance Level (SCL).  In most applications 

certain level of precision and speed is sufficient and that determines complexity of a model. Health 

monitoring means monitoring of a person to identify changes in the person’s health status because of 

exposure to certain substances. Health monitoring must be carried out by or be done under the supervision of 

a registered medical practitioner with experience in health monitoring. Health monitoring does not include 

http://www.ijecs.in/
mailto:1ansh.zeuss@gmail.com,%202vsharma@jpr.amity.edu,%203asaroliya@jpr.amity.edu


DOI: 10.18535/ijecs/v4i9.63 

 

Anshul Sharma1 IJECS Volume 04 Issue 09 September, 2015 Page No.14429-14434 Page 14430 

air monitoring or other measures used to assess or control exposure to hazardous chemicals in the 

workplace. Health monitoring must never be used as an alternative to putting in place effective control 

measures. The exact difference between the galvanic skin resistance and galvanic skin potential is 

represented the term of Galvanic Skin Response (GSR). The GSR identify as a recorded electrical resistance 

between two electrodes when a fragile current passed between them. The electrodes are sited about the inch 

separately, and recorded resistance is modified with respect to emotional state of the user. The Galvanic skin 

potential represented to the computed voltage between two electrodes without any externally applied 

current. The compound modification between galvanic skin resistance and galvanic skin potential make up 

the galvanic skin response.  

 

Data used: In this section the details of data used, features extracted and performance measures used for 

performance analysis of K-mean algorithms as classifier has been discussed. In order to detect the skin of 

skin cancer patient, real time physiological sensory data   related to post state(cancer state) and normal state, 

collected and used for further processing. The data recorded was 2-3 minutes recording of Normal state 

patient and Post state of patient and stored in text file format.  We selected some of the signals of the skin 

conductance wearable parameter for further processing in this paper. The two state signals of skin 

conductance were processed for extraction of predefined features using MATLAB. Various sets of features 

were extracted over full length of the signal collected. Two different kinds of sets were extracted from Skin 

Conductance signal such as Feature Set I and Feature Set II (wavelet features: File Name SC_DB3_L6). The 

details of feature vectors and their size is mentioned. The feature vectors of SC signals for two class data Pre 

state and Post state were used as input to the algorithms. Each column of the feature vector was treated as 

separate input to the algorithms and consequently the decision of state was also derived independently.  Fifty 

percent of the selected data has been used as training and remaining fifty percent as test dataset. 

Table 1: Details of Input Parameters 

Data Signal 

Used 

 File Name No. of Feature 

Parameters  

Size of Training 

dataset 

Size of Testing 

dataset 

Skin 

Conductance 

SC Features Set_1 6 400 rows of 6 

columns  

400 rows of 6 

columns 

SC Feature Set_DB3_L6 77 400 rows of 77 

columns 

400 rows of 77 

columns 

 

 

 

Proposed Approach:  

5.3.1 Algorithm to compute the Basic k-means (Version 1) work as Classifier:  

Step 1: Read the Two class data (de Chile (Pre, Post)) from Excel data file. 

Step 2: Find the number of rows and number of columns. 

Step3: Initially store the dataset i=0 to rows/3 and j=0 to number of columns into 2-D array along with row tag. 

Step 4: For i=0 to rows/3 & For j= 0 to (Number of Columns-1). 

Step5:  Assign first two values of each column to corresponding two class cluster centers. 

Step6: Read and Calculate the distance between next data point in each column to the corresponding cluster centers. 
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Step7:  Assign data point to the cluster from which the distance is minimum for each column. 

Step 8: Update value of each cluster centers of corresponding columns. 

Step9: Recalculate the distance between previously assigned data point and the new cluster centers of each column. 

Step10: If no data point of each column was reassigned then stop otherwise go to step6 for corresponding column. 

Step 11: Then store the dataset i=rows/3+ 1 to 2*rows/3 and j=0 to columns into 2-D array along with row tag. 

Step 12:  Assign each of the data point in each column to corresponding cluster on the basis of minimum distance with 

the current cluster centers. 

Step 13: Prepare confusion matrix of test data for dataset i=rows/3+ 1 to 2*rows/3 and j=0 to column  & write to 

output file. 

Step 14: Then store the dataset i=2*rows/3+ 1 to 3*rows/3 and j=0 to columns into 2-D array along with row tag. 

Step 15:  Assign each of the data point in each column to corresponding cluster on the basis of minimum distance with 

the current cluster centers. 

Step 16: Prepare confusion matrix of test data for dataset i=2*rows/3+ 1 to 3*rows/3 and j=0 to column & write to 

output file. 

 

Modified K-means algorithm: The basic difference in the concept from Version 1 is that here that the data rows are 

treated as object arrays rather than individual columns.  

Algorithm for Modified K-means Algorithm (Version 2) as Classifier:  

Step 1: Read the Two class data (de Chile (Pre, Post)) from Excel data file. 

Step 2: Find the number of rows. 

Step3: Initially make a Classification class which contain numeric attribute along with string tag as a member 

variables.  

Step 4: Store the dataset i=0 to rows/3 into 1-D object array of Classification class. 

Step 5: For i=0 to rows/3. 

Step6:  Assign first two values of 1-D object array of classification class to corresponding class 1-D cluster centers 

array of classification class to store the 2-cluster center values. 

Step7: Read and Calculate the distance between next data element in 1-D object array to the corresponding cluster 

centers values in 1-D cluster center array. 

Step8:  Assign data element to the cluster from which the distance is minimum. 

Step 9: Update value of each cluster centers. 

Step10: Recalculate the distance between previously assigned data point of 1-D object array and the new 1-D cluster 

centers of array. 

Step11: If no data point of 1-D object array was reassigned then stop otherwise go to step 6. 

Step 12: Then store the dataset i=rows/3+ 1 to 2*rows/3 into 1-D object array along with row tag. 

Step 13:  Assign each of the data element of 1-D object array to corresponding cluster on the basis of minimum 

distance with the 1-D current cluster centers object array. 

Step 14: Prepare confusion matrix of test data for dataset i=rows/3+ 1 to 2*rows/3 & write to output file. 

Step 15: Then store the dataset i=2*rows/3+ 1 to 3*rows/3 into 1-D array along with row tag. 

Step 16:  Assign each of the data element of 1-D object array to corresponding cluster on the basis of minimum 

distance with the element of 1-D current cluster centers object array. 

Step 17: Prepare confusion matrix of test data for dataset i=2*rows/3+ 1 to 3*rows/3 & write to output file. 

 

Comparative Results of K-means algorithm for skin conductance features: 
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A. Feature Set-I of Skin Conductance: Total six parameters were used as input feature set (800x6) 

including Training data (400x6) and Test data (400x6) for the classification. The major performance 

measure of the classifier is Classification Accuracy. The performance of the classifier for MOS has 

been 100 % and 100 % for both Training and test data of Pre driving class and Post driving class. For 

FE, MOFS, STDFS, and SDOS performed well in Post condition case while poor performance in 

Pre-condition case. All other remaining did not perform well in either case, hence not included in 

table. It can further be observed that the average classification accuracy has been above 80 % for FE 

and MOS for both Training and Test datasets.  

 

Fig 1: SC Feature Set I versus Performance classification accuracy for K-means 1 to 2 

B. Feature Sets-II of Skin Conductance (SC_DB3_L6) Dabechies Wavelet feature sets 

(SC_DB3_L6) of skin conductance: Total 77 features were used using wavelet features extracted 

up level six of size 800x77 including 400x77 as training and 400x77 as testing data. The test results 

of the classifier for Training data and Test dataset are shown in Table 5.3.3 that includes results for 

those features only which fetched classification accuracy above 50 % in either class. It can be 

observed from the table that the features MAX, MIN, MEAN & MODE of CA6 and A6 i. e. 

decomposed approximate coefficient and reconstructed approximate coefficient along with Entropy 

parameters fetched 100 % classification accuracy in either classes for both training as well as test 

dataset. So these parameters could strongly correlate to the cognitive fatigue state with basic K-

means algorithm. All other parameters in the table could perform well for one of the class only 

except MODE D1 which could give above 80 %. 

0

20

40

60

80

100

FE
MOFS

STDFS
MOS

SDOS

K-mean Version 1

K-mean Version 2



DOI: 10.18535/ijecs/v4i9.63 

 

Anshul Sharma1 IJECS Volume 04 Issue 09 September, 2015 Page No.14429-14434 Page 14433 

 

Fig2 (A): SC Feature Set II versus Performance classification accuracy for K-means 1 to 2 

 

Fig2 (B): SC Feature Set II versus Performance classification accuracy for K-means 1 to 2 

 

Optimal Results of Two Versions of K-means for Performing Parameters :  

Here Table 2 shows the summary of various features those performed the best in each class for training as well as 

test datasets in corresponding algorithms.  

Table 2: Optimal Performing Skin conductance Parameters / Features & Algorithms 
Physiological 

Parameters / Algorithms  

Feature File Total 

Features 

K-Means Version 1 K-Means Version 2 

 Feature Set I 6 MOS FE, MOFS, STDFS, MOS 

Feature Set II- 

SC_DB3_L6 

77 MAX, MIN, MEAN & 

MODE of CA6 and A6, 

Entropy  

(9 Features) 

MAX, MIN, MEAN & MODE of CA6 

& A6 and Entropy , MIN D1, 

MODE D1, MIN D4, MODE D4 

(13 Features)  
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The K-means version 2 (Modified K-means) could perform very well compare to the basic version of K-

means -1 for some of the features of all the physiological parameters such as Skin Conductance. Although K-1 

& K2 performed well for some of the features, the test has been on individual features rather than in 

combination and hence these features only can be used for detection of skin conductance  as the classification  

accuracies for both the classes has been up to 100 %.   For Skin Conductance (SC) Feature set II, MOS feature 

performed well with K-means Version 1 while FE, MOS, MOFS; STDFS worked well in K-means version 2. 

In SC feature set II which was based on Daubechies order 3 and level 6 decomposition, approximate 

coefficient of decomposed as well as reconstructed i.e. CA6 & A6 and the entropy features performed the best 

with K-means version 1 and 2. 

 

Conclusion: The selected physiological signals of two classes Pre condition and Post condition were considered for 

testing the performance of these algorithms. Various statistical and wavelet features including Daubechies wavelet 

function, were derived from the text files of Skin conductance of these two classes. Two kinds of feature sets were 

derived from SC files. These feature files were used as input and the performance of each feature individually has 

been checked through two versions of K-means algorithms in order to find out set of features those can work the best 

and as alternative solution and the best performing version of K-means. Percentage classification accuracy has been 

used as performance measures to test the performance of the classifiers. The test results proved that some of the 

features of all the parameters individually could be classified to the extent of 100 % by K-means version 1 and 2. 
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