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Abstract: The term “Speech Enhancement” refereed as to improve quality or intelligibility of speech 

signal. Speech signal is often degraded by additive background noise like babble noise, train noise, 

restaurant noise etc. In such noisy environment listening task is very difficult at the end user. Many times 

speech enhancement is used for pre processing of speech for computer speech recognition system. In this 

method, the noise spectrum is estimated during speech pauses, and is subtracted from the noisy speech 

spectrum to estimate the clean speech. This is also achieved by multiplying the noisy speech spectrum with 

a gain function and later combining it with the phase of the noisy speech. The drawback of this method is 

the presence of processing distortions, called remnant noise. A number of variations of the method have 

been developed over the past years to address the drawback. These variants form a family of spectral 

subtractive-type algorithms. The aim of this paper is to provide a comparison and simulation study of the 

different forms of subtraction-type algorithms viz. basic spectral subtraction, Modified Spectral Subtraction 

, multi-band spectral subtraction, iterative spectral subtraction, and spectral subtraction based on 

perceptual properties.  
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1. Introduction 
 

Speech communication is the exchange of 

information via speech either between humans or 

between human to machine in the various fields’ 

for instance automatic speech recognition and 

speaker identification. In many Situations, speech 

signals are degraded by the ambient noises that 

limit their effectiveness of communication. 

Therefore enhancement of speech is normally 

required to reduce annoyance due to noise. The 

main purpose of speech enhancement is to decrease 

the distortion of the desired speech signal and to 

improve one or more perceptual aspects of speech, 

such as the quality and/or intelligibility. These two 

measures are not necessarily correlated. Therefore, 

an increase in speech quality does not necessarily 

lead to an improvement in intelligibility. Speech 

enhancement techniques can be classified into, 

single channel, dual channel or multi-channel 

enhancement. Although the performance of multi-

channel speech enhancement is better than that of 

single channel enhancement, the single channel 

speech enhancement is still a significant field of 

research interest because of its simple 

implementation and ease of computation. In single 

channel applications, only a single microphone is 

available and the characterization of noise statistics 

is extracted during the periods of pauses, which 

requires a stationary assumption of the background 

noise. The estimation of the spectral amplitude of 

the noise data is easier than estimation of both the 

amplitude and phase. It is revealed that the short-

time spectral amplitude (STSA) is more important 

than the phase information for the quality and 

intelligibility of speech. Based on the STSA 

estimation, the single channel enhancement 

technique can be divided into two classes. The first 

class attempts to estimate the short-time spectral 

magnitude of the speech by subtracting a noise 
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estimate. The noise is estimated during speech 

pauses of the noisy speech. The second class 

applies a spectral subtraction filter (SSF) to the 

noisy speech, so that the spectral amplitude of 

enhanced speech can be obtained. The design 

principle is to select appropriate parameters of the 

filter to minimize the difference between the 

enhanced speech and the clean speech.  

1.1 SPECTRAL SUBTRACTION 

METHOD 

1.1.1 Algorithm and Implementation: 

Many different algorithms have been proposed for 

speech enhancement: the one that we will use is 

known as spectral subtraction. This technique 

operates in the frequency domain and makes the 

assumption that the spectrum of the input signal 

can be expressed as the sum of the speech spectrum 

and the noise spectrum. The procedure is illustrated 

in the diagram below and contains two tricky parts: 

 estimating the spectrum of the background 

noise 

 subtracting the noise spectrum from the 

speech 

 

 

 

Fig 1: Block diagram of noise subtraction in spectral domain 

1.1.2 Overlap-add processing 

To perform frequency-domain processing, it is 

necessary to split the continuous time domain 

signal up into overlapping chunks called frames. 

After processing, the frames are then reassembled 

to create a continuous output signal. To avoid 

spectral effects, we multiply the frame by a window 

function before performing the FFT and again after 

performing the inverse-FFT. 

 

   Fig 2: General steps of overlap-and-add processing on 

streaming data 

2. Principle of Spectral Subtraction 

Method 

Consider a noisy signal which consists of the clean 

speech degraded by statistically independent 

additive noise  

 

                                                    

                         (1)                            

where y[n], s[n] and d[n] are the sampled noisy 

speech, clean speech, and additive noise, 

respectively. It is assumed that additive noise is 

zero mean and uncorrelated with the clean speech. 

Because the speech signal is non-stationary and 

time variant, the noisy speech signal is often 

processed on a frame-by-frame. Their 

representation in the short-time Fourier transform 

(STFT) domain is given by 

                                                      

     (2)                            

Where k is a frame number. Throughout this paper, 

it is assumed that the speech signal is segmented 

into frames, hence for simplicity, we drop k. 

Since the speech is assumed to be uncorrelated with 

the background noise, the short-term power 

spectrum of y[n]has no cross-terms. Hence, 

                                                          

   (3) 

The speech can be estimated by subtracting a noise 

estimate from the received signal. 
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   (4) 

The estimation of the noise spectrum is 

obtained by averaging recent speech pauses 

frames: 

                                                       

  (5) 

where M is the number of consecutive frames of 

speech pauses (SP). If the background noise is 

stationary, converges to the optimal noise power 

spectrum estimate as a longer average is taken. 

The spectral subtraction can also be looked at as a 

filter, by manipulating (4) such that it can be 

expressed as the product of the noisy speech 

spectrum and the spectral subtraction filter (SSF) 

as: 

                                                          

(6)                            

 

where H(ω) is the gain function and known spectral 

subtraction filter (SSF). The H(ω) is a zero phase 

filter, with its magnitude response in the range of 0 

≤ H(ω) ≤ 1. 

                                                              

    (7) 

To reconstruct the resulting signal, the phase 

estimate of the speech is also needed. A common 

phase estimation method is to adopt the phase of 

the noisy signal as the phase of the estimated clean 

speech signal , based on the notion that short-term 

phase is relatively unimportant to human ears. 

Then, the speech signal in a frame is estimated as 

                                                                   

      (8) 

The estimated speech waveform is recovered in the 

time domain by inverse Fourier transforming S (ω) 

using an overlap and add approach. 

The spectral subtraction method, although reducing 

the noise significantly, it has some severe 

drawbacks. From (4), it is clear that the 

effectiveness of spectral subtraction is heavily 

dependent on accurate noise estimation, which is a 

difficult task to achieve in most conditions. When 

the noise estimate is less than perfect, two major 

problems occur, remnant noise with musical 

structure and speech distortion. 

 

2.1 Modified Spectral Subtraction 

Modifications made to the original spectral 

subtraction method are subtracting an over estimate 

of the noise power spectrum and preventing the 

resultant spectrum from going below a preset 

minimum level (spectral  floor).This modifications 

lead to minimizing the perception of the narrow 

spectral peaks by decreasing the spectral 

excursions and thus lower the musical noise effect. 

Berouti [4] has taken a different approach that does 

not require access to future information. This 

Method consists of subtracting an overestimate of 

the noise power spectrum and presenting the 

resultant spectral components from going below a 

preset minimum spectral floor value. 

In this algorithm, two additional parameters are 

introduced in the spectral subtraction method  over-

subtraction factor, and noise spectral floor to 

reduce the remnant noise. The algorithm is given as 

 (9) 

 

with α ≥ 1 and 0 ≤ β<< 1. 

The over-subtraction factor controls the amount of 

noise power spectrum subtracted from the noisy 

speech power spectrum in each frame and spectral 

floor parameter prevent the resultant spectrum 

from going below a preset minimum level rather 
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than setting to zero (spectral floor). The over-

subtraction factor depends on a-posteriori 

segmental SNR (SSNR). The over-subtraction 

factor can be calculated as 

    (10) 

           (11) 

Here NF is the number of frames in the signal. 

2.2 Multi-band spectral subtraction 

Real world noise is mostly colored and affects the 

speech signal differently over the entire spectrum. 

The plot of SSNR of non-overlapped uniformly 

spaced frequency bands {60Hz -1 kHz (Band 1), 

1kHz -2kHz (Band 2), 2kHz-3 kHz (Band3), 3 

kHz-4kHz (Band 4)} over frame number. This 

figure shows that the SSNR of the low frequency 

bands (Band 1) is significantly higher than the 

SSNR of higher frequency bands (Band 4) 

Therefore, the use of frequency dependent 

subtraction factor to account for different types of 

noise. The idea of non-linear spectral subtraction 

(NSS), basically extend this capability by making 

the over-subtraction factor frequency dependent 

and subtraction process is non-linear. Larger values 

are subtracted at frequencies with low SNR levels, 

and smaller values are subtracted at frequencies 

with high SNR levels. Certainly, this gives higher 

flexibility in compensating for errors in estimating 

the noise energy in different frequency bins. To 

take into account, a uniformly frequency spaced 

multi-band approach to spectral subtraction was 

presented in10. In this algorithm, the speech 

spectrum is divided into four uniformly spaced 

frequency bands, and spectral subtraction is 

performed independently in each band. The 

algorithm re-adjusts the over-subtraction factor in 

each band based on SSNR. So, the estimate of the 

clean speech magnitude spectrum in the ith Band is 

obtained by: 

 

    (12) 

Where ki and ki+1 are the start and end frequency 

bins of the ith frequency band, αi is the band specific 

over-subtraction factor of the ith Band, which is the 

function of SSNR of the ith frequency band. The 

SSNR of the ith frequency band can be calculated 

as 

  (13) 

The band specific over-subtraction can be 

calculated, as 

 (14) 

The δi is an additional band subtraction factor that 

can be individually set for each frequency band to 

customize the noise removal process and provide 

an additional degree of control over the noise 

subtraction level in each band. 

 

 

   Fig 3 : The segmental SNR of bands 

The values of δi  is empirically calculated and set 

to 

 

  (15) 

Here fi is the upper bound frequency of the ith Band 

and fs is the sampling frequency. The motivation 

for using smaller values of δi for the low frequency 
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bands is to minimize speech distortion, since most 

of the speech energy is present in the lower 

frequencies. Both factors, alpha and δi can be 

adjusted for each band for different speech 

conditions to get better speech quality. As the real-

world noise is highly random in nature, 

improvement in the MBSS algorithm for reduction 

of WGN is necessary. The MBSS algorithm is 

found to perform better than other subtractive-type 

algorithms.  

2.3 Iterative spectral subtraction 

An iterative spectral subtraction (ISS) algorithm is 

proposed in which is motivated from WF, to 

suppress the remnant noise. In this algorithm, the 

output of the enhanced speech is used as the input 

signal for the next iteration process. As after the 

spectral subtraction process, the type of the 

additive noise is transformed to the remnant noise 

and the output signal is used as the input signal of 

the next iteration process. The remnant noise is re-

estimated and this new estimated noise, 

furthermore, is used to process the next spectral 

subtraction process. Therefore, an enhanced output 

speech signal can be obtained, and the iteration 

process goes on. If we regard the process of noise 

estimate and the spectral subtraction as a filter, the 

filtered output is used not only for designing the 

filter but also as the input of the next iteration 

process. 

3. Speech Objective quality measures 

The objective comparison of three single channel 

speech enhancements is carried by evaluating 

performance of parameters such as, Mean Square 

Error (MSE), Normalized Mean Square Error 

(NRMSE), Signal to Noise Ratio (SNR), and Root 

Mean Square Error. It is based on mathematical 

comparison of the original and processed speech 

signal. 

 3.1 Signal to Noise Ratio (SNR) 

It is most widely used and popular method to 

measure the quality of speech. It is ratio of signal 

to noise power in decibels. 

 

Where (σx )
2 is the mean square of speech signal 

and ( σd )
2 is the mean square difference between 

the original and

3.2 Mean Square Error 

The Mean Squared Error (MSE) is another method 

classically used to measure a degree of likeliness 

between signals. It is defined as, 

 

3.3   Root Mean Square Error 

 

 

3.4 Normalized Root Mean Square Error 

(NRMSE) 

  

Where N is length of input speech signal, x(n) is 

input speech signal and r(n) is reconstructed speech 

signal. 

4. Conclusion 

In this paper, a comparison and simulation study of 

different forms of spectral subtractive-type 

algorithms for suppression of additive noise is 

presented. In particular, algorithms based on short-

time Fourier transforms are examined and the 

limitations of spectral subtraction method are 

discussed briefly. 
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