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#### Abstract

In this paper we aim to propose a faster algorithm for solving the problem of 'area of the union of iso-oriented rectangles'. For this purpose we use MapReduce which is a powerful tool in parallel data processing to divide the task among P separate processors. We utilize


 the Interval Tree data structure and Sweep Line technique to obtain a solution with $\Omega\left(\frac{N}{P} \log \frac{N}{P}\right)$ time complexity.Keywords-Union of Rectangles; MapReduce; Interval Tree; Line Sweep; Parallel Processing

## 1.Introduction

A well-known two-dimensional Klee's measure problem [1] can be stated as calculating the area of the union of iso-oriented rectangles. The Klee's measure problem studied in [2-4]. The best known complexity time for calculating the area of the union of iso-oriented rectangles in plane is $O(N \log N)$ where $N$ is number of the rectangles. In this paper we aim to present a method to solve this problem by parallel processing with the help of MapReduce as a programming model.
Nowadays parallel data processing is one of the most important methods in the field of data processing. MapReduce which is widely known for its use by Google [5] is a modern approach for processing data which has a high fault tolerance. In this approach we use low-end machines for data processing. MapReduce has valuable features such as scalability, simplicity, high fault tolerance which make it a special and useful tool in academic and industrial projects [6-9].
Programs which are written in MapReduce format are executed parallelly and automatically. The input data will be distributed among a number of machines and will be processed by those machines in a cluster.

In fact MapReduce programs turn a list of input data to a list of output data.


Figure 1: rectangles divided among three processors This operation is done by Map and Reduce functions.

## A. Mapping input list

The first phase of a MapReduce program is mapping. In this phase a list of input data is received and the Mapping function maps each input data to an output one.

## B. Reducing input list

In this phase input data are gathered to generate an output data. In fact the Reduce function turns a high amount of input data to one or a few output data.
The goal of this paper is to calculate the area of a set of given iso-oriented rectangles which may overlap. Without loss of generality, throughout this we will assume that the rectangles are parallel to $x$ and $y$ axes. From this point on, we denote the set of rectangles by $R$, and the area of the union of these rectangles, by $A$. The goal of this paper is to calculate quantity $A$.

## 2. RESULTS AND DISCUSSION

Calculating the area of the union of Iso-oriented rectangles using MapReduce is done in Mapping and Reducing phases. Rectangles are split and distributed among processors in Mapping phase and then in Reducing phase the area of the union of emerged


Figure 2: Structure of Interval Tree

## TTING RECTANGLES TO DISTRIBUTE AMONG PROCESSORS

We define the set of $P$ processors as $\operatorname{Pr}=\left\{p_{1}, p_{2}, p_{3}, \ldots p_{P}\right\}$.
Definition 1. We define a set of vertical lines as a set of real numbers $V=\left\{v_{1}, v_{2}, v_{3}, \ldots v_{P}\right\}$ where equation of the $i_{t h}(0 \leq i \leq P)$ line is $x=v_{i}$ and $v_{i}<v_{j}$ for every $i<j$.

Assumption 1. Processor $p_{i}(0 \leq i \leq P)$ calculates the area between $v_{i-1}$ and $v_{i}$ which is covered by rectangles. So we only need to determine to which processors rectangle $r(r \in R)$ should be assigned.
Assumption 2. The processor $p_{i}(0 \leq i \leq P)$ includes a point with coordinate $(x, y)$ iff $v_{p-1} \leq x \leq v_{p}$.
Now consider rectangle $r$, we assume that extension of its left vertical side intersects with $x$ axis at the point $\left(x_{1}, 0\right)$ and similarly the right vertical side at $\left(x_{2}, 0\right)$, where $x_{1}$ and $x_{2}$ are both real numbers. By assumption 1 we name the processors which include these points respectively $p_{a}$ and
$p_{b}$, where $1 \leq a \leq b \leq P$. Since $V$ is sorted we can find $a$ and $b$ in $O(\log N)$. After finding $a$ and $b$ we are able to divide the task of computing the area of this rectangle among processors $p_{a}$ through $p_{b}$.
Figure 1 illustrates an example of how rectangles divided among three processors. In the next section we will show how to calculate the area of the rectangles assigned to a processor.

### 2.2 THE AREA OF THE UNION OF ISO-ORIENTED RECTANGLES IN EACH PROCESSOR

Now we aim to calculate the area of iso-oriented rectangles assigned to a single processor by presented algorithm in [2].
We define set $Q=\left\{q_{1}, q_{2}, q_{3}, \ldots q_{N}\right\}$ where $q_{i}$ is the number of rectangles assigned to processor $p_{i}$. Sub-problem of a

p specific processor can be solved by the use of sweep line $\mathbf{L}$ technique $[10,11]$. Conceptually the sweep line is a vertical I line swept across the plane. We can assume that the sweep line scans from left to right. Actually the answer of the problem is only related to the points placed in at-least one rectangle and the sweep line has swept them.
We consider reaching the sweep line to the right and left sides of a rectangle as events. We sort all of events in increasing order according to their $x$-value because the events are segments parallel with $y$ axis. As a result, we obtain a set of segments, that each one of them indicates the left or the right side of some rectangle. We can say each rectangle has emerged twice in the set.
When the sweep line scans the plane, if it detects an event which is the left side of some rectangle we insert that rectangle into the active set. If the event is the right side of a rectangle we remove that rectangle from the active set. Therefore in two successive events we can determine the rectangles scanned by sweep line. Let $\Delta y$ be the length of the sweep line scanned the rectangles of active set and $\Delta x$ be the distance between current event and the previous one, the product of $\Delta y$ and $\Delta x$ is the area of union of the rectangles between the two events.
Simply $\Delta x$ is the difference between $x$-value in the current and previous event. For calculating $\Delta y$ we can use the data structure of Interval Tree [12]. Using Interval Tree we can
obtain $\Delta y$ in $O(\log n) . \Delta y$ is the length of parts of sweep line that lie on rectangles in the active set. Since we want to calculate $\Delta y$, only the $y$-value of vertical sides matters. We suppose that list $E=\left\{y_{1}, y_{2}, y_{3}, \ldots y_{M}\right\}$ consists of the $y$ value of all end points of the vertical sides where $0 \leq M \leq 2 \times N, y_{1} \leq y_{2} \leq y_{3} \leq \ldots \leq y_{M}$. As shown in Figure 2 Interval Tree is based on the idea of representing set of intervals using balanced binary tree [13]. Each internal node has two child nodes and also maintains an interval.
Assumption 3. If the left and right children of an internal node maintain $\left[y_{A}, y_{B}\right]$ and $\left[y_{B}, y_{C}\right]$ respectively, the parent node will maintain $\left[y_{A}, y_{C}\right]\left(y_{A} \leq y_{B} \leq y_{C}\right)$.
Assumption 4. Each leaf maintains one point in list $E$.
Figure 3: Comparision of running time of 2, 3 and 4 machines in hadoop cluster to calculate the area of the union of iso-oriented rectanlges

We can conclude from Assumption 3 and 4 that the nodes which are one level higher than leaves maintain the interval with two successive points in list $E$ and the nodes which are two levels higher maintain four successive points and so on. Therefore we can assume that $M$ which denotes the size of list $E$ is a power of $2\left(M=2^{K}\right)$. It is easy to verify that nodes in level $T$ represent an interval with length of $2^{\log M-T}(0 \leq T \leq \log M)$. An Interval Tree can be constructed in the recursive manner.
Lemma 1. The Interval Tree for $M$ points can be built in

## $O(M \log M)$.

Proof. Every time the recursive function to build the interval tree is called the length of $E$ list is divided by 2 . So the depth of tree is $O(\log M)$. On the other hand, the number of nodes in each level is $O(M)$. The reason is each node in the tree is visited exactly once. Hence building the entire tree takes $O(M \log M)$.

Lemma 2. Insertion and deletion of an event can be done in $O(\log M)$.

Proof. While searching for an event one of the following conditions might occur:

1. The left sub-tree lies entirely in the event.
2. The right sub-tree lies entirely in the event.
3. The event is found in both left and right sub-trees.

In the right path, when the third condition occurs, for all its the left sub-tree the first condition maintains. And for right sub-tree of the left path second condition occurs. Hence we only need to
search the end points of an event which takes $O(\log M)$. time. Similarly, deletion of an event by the use of Lemma 2 will be done in $O(\log M)$. When the sweep line scans an event the Interval Tree will be updated for at most $O(M)$. events. Therefore the algorithm for calculating the area of union of iso-oriented rectangles on a single processor can be done in $O(M \log M)$.

### 2.3 EXPERIMENTS

To calculate the area of the union of iso-oriented rectangles using MapReduce we use cluster of PCs (Intel Core i5 processor, 2GB RAM) on hadoop-1.2.1. The input data contains $N$ rectangles which each line of that represents coordinates of lower-left and upper-right of a rectangle. As shown in Figure 3 two, three and four machines as data nodes in hadoop cluster used to process the input data. The measured running time in Figure 3 is obtained by using the mean of 50 random input data.
The obtained results indicate increasing number of machines in cluster to process the input data is lead to decrease in running time. With the increase in the number of machines in a cluster, the probability of fewer rectangles being calculated in a processor, decreases and thus results in the reduction of running time. In the best case, all rectangles will be distributed among $P$ processors. So the proposed method runs in $\Omega\left(\frac{N}{P} \log \frac{N}{P}\right)$.

## 3.CONCLUSION

In this paper we provided a MapReduce algorithm to calculate the area of the union of iso-oriented rectangles. The described algorithm splits the rectangles as input among processors in Mapping phase then in Reducing phase the area of the union of assigned rectangles in each processor is calculated in $O(M \log M)$ where $M$ is the number of assigned rectangles. The obtained results indicate increasing number of machines in cluster to process the input data is lead to decrease in running time. With the increase in the number of machines in a cluster, the probability of fewer rectangles being calculated in a processor, decreases and thus results in the reduction of running time. In the best case, all rectangles will be distributed among $P$ processors. So the proposed method runs in $\Omega\left(\frac{N}{P} \log \frac{N}{P}\right)$.
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