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Abstract 

The rapid progress of technology and large scale use of internet has resulted in generation of an enormous amount of data 

.In the recent years, cloud computing has become popular among various fields like information technology and various 

business enterprises. The fundamental use of the cloud now a days is for storing information and sharing the resources. 

Cloud is another way to store expensive measure of information. Cloud provides the storage space and offering to use this 

information to various clients. Additionally it is technique for pay according to we utilize. The two principle concerns in 

current cloud storage systems are providing the reliable data and storage cost. To ensure data reliability, current cloud 

systems uses multi-replica strategy (typically three replicas), which incurs a huge storage space, on the effect it leads to 

more storage cost for data-intensive applications in the cloud. To minimize the storage space, in this paper we proposed a 

cost effective data reliability mechanism called Proactive Replica Checking for Reliability (PRCR) by using a generalized 

data reliability model. PRCR guarantees the reliability with the reduced replication factor, which can likewise reduce the 

storage cost for replication based methodologies. Contrasting to the traditional three – replica strategy, PRCR can 

diminish the storage space utilization by one-third to two-thirds of the current storage space, thus fundamentally bringing 

down the storage cost. 

 

Keywords: cloud computing, minimum data replication, PRCR, Cost-effective storage, variable disk failure rates.

1. INTRODUCTION 

The rapid progress of technology and large scale use of 

internet has resulted in generation of an enormous amount of 

data. With the emergence of internet as a highly reliable 

system, the organizations have realized the importance of 

outsourcing of the activities like, computation, processing 

etc. as a utility. Large Organizations have begun to 

outsource services like platforms, network, and storage as it 

is perceived as a cost effective option rather than investing 

heavily on these requirements within. The cloud could now 

provide features like broad network access, resource pooling 

and rapid elasticity [13]. However there are certain 

disadvantages pertaining to the safety, security and privacy 

of the data stored. 

1.1 Emergence of Storage in Cloud 
With the rise of social media, high use of data acquisition 

devices in scientific research, news, and web based 

applications; there is a huge amount of generation of 

structured and unstructured data. The availability of cloud 

storage services is becoming a popular option for consumers 

to store data that is accessible via a range of devices such as 

personal computers, tablets and mobile phones [14]. Smaller 

organizations having large web applications have started to 

move their data to the cloud storage system like Drop Box, 

Giga spaces, and Elephant Drive. Cloud storage system 

consolidates large numbers of geographically distributed 

computers into a single storage pool and provides large 

capacity high performance storage service at low cost 

[15].Distributed File Systems is a critical component of 

Cloud Storage Systems. Google File Systems (GFS), 

Hadoop Distributed File System (HDFS) , & Amazon 

Simple Storage Service (S3)  are the working examples of 

distributed file systems. These file systems are typically 

used for efficient and reliable storage of large data sets.  

 

As the data storage is accomplished by employing large 

number of data nodes the probability of failure of these 

nodes is quite high. This issue is augmented by unreliable 

connectivity and limited bandwidth of the network. 

Therefore improving the data availability and reliability has 

become a prominent challenge in cloud storage. 

1.2 The Need for Replication  
Data replication has been widely used, as a mean to increase 

data availability and reliability of cloud storage systems. 

Storage Systems like HDFS, GFS, Amazon S3, employ 

conventional three replication strategy where three copies of 

the data including original copy are stored on geographically 

distributed servers or nodes [5].  

 

Data replication algorithm can be divided into two broad 

categories, Static Replication and Dynamic Replication 

[6].In static replication strategy, number of replicas and their 

location is predetermined and fixed; on the other hand 
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dynamic replication automatically creates replicas according 

to changing access patterns, and location of replicas can be 

changed dynamically based on capacity of nodes [3]. 

Dynamic replication strategies have three important issues 

that must be addressed. They are as below: 

1. Selection of the data file to be replicated and the decision 

regarding when to replicate so as to meet users requirement 

such as waiting time reduction and data access speeding up. 

Proper selection of data files if not done then, it will lead 

unnecessary consumption of storage space, thereby 

increasing the storage cost. Similarly too early replication of 

a data file will lead to same issues.  

2. Finding the optimal number of new replicas, to be created 

in the system for meeting the system availability, reliability 

requirement and the cost of replica maintenance, because 

after a certain point of time increasing the number of 

replicas does not increase the availability but might bring 

unnecessary spending like extra storage space consumption 

and associated storage cost [15].  

3. Placement of replicas in a balanced way to meet system 

task successful execution rate and bandwidth consumption 

requirement. Idea is to place the replicas closer to the user, 

in order to minimize the response time, and thus job 

execution time. This will increase the throughput of the 

system  

 

The data which are stored in the cloud ought to initially me 

the reliability criteria with high efficiency and cost 

effectiveness. High reliability is essential for the typical 

cloud systems. Be that as it may, accomplish the reliability 

with a sensible cost can be challenging one, particularly in 

large scale systems. 

 

The size of the cloud storages is growing at a dramatic 

speed. Under the analysis, the data storage in the cloud 

almost reached 1 ZB, while more data are stored or 

processed in their journey. Interim, with the development of 

the cloud computing paradigm, cloud-based applications 

have advanced their demand the cloud storage [1]. While the 

necessity of the data reliability should be met in the first 

place and the data in the cloud should be put away with 

higher cost-viability. 

 

Data reliability is the main concern in the cloud and it is 

defined as the likelihood of one data item available in the 

cloud system for a specific period. It is a critical issue in the 

cloud storage systems, which shows the capacity of keeping 

the data consistently and accessible fully by the client/user. 

Because of the quick growth in the cloud data, providing the 

data reliably has turned in to a challenging task. At present, 

data replication is a standard method for providing the data 

reliability. Nonetheless, the consumption of the storage 

space with the help of replication methodology brings about 

the immense cost, and it is trusted that cost would be passed 

on to the clients in the end as a result. 

 

In this paper, we present a new cost-effective data reliability 

management mechanism based on the proactive replica 

checking called PRCR for decreasing the storage space 

consumption, hence subsequently reducing the storage cost 

for data-intensive applications in the cloud systems. The 

main goal of PRCR algorithm is to decrease the number of 

replicas stored in the cloud while meeting the data reliability 

requirement. Contrasted with the traditional data reliability 

mechanisms in the cloud application, the PRCR algorithm 

contains the following features: 

1. As the First level, the PRCR algorithm is guaranteed 

to provide the data reliability. 

2. PRCR is capable of providing data reliability 

management in a cost-effective manner. By applying 

PRCR, data reliability is guaranteed with at most two 

replicas stored in the cloud. 

 

By applying benchmarks from Amazon web services, we 

assess the efficiency of PRCR nodes and simulate the 

reliability management process utilizing PRCR with the data 

created by data-intensive storage applications. The outcomes 

are contrasted with the traditional three-replica mechanism. 

It is observed that the PRCR mechanism can reduce the 

storage space from 33% to 66% of the storage space than the 

existing methods used in the cloud, subsequently, it also 

decrease the storage cost also. 

 

The rest of the paper is organized as follows. The related 

works on data reliability, data replication and cost-effective 

data storage are addressed in Section 2. The proposed work 

in which the concepts of PRCR and its working procedure 

are explained in section 3. The Storage duration prediction 

algorithm and Meta data distribution algorithms are 

discussed in section 4. Results and Discussions are 

discussed in Section 5. Finally, conclusions and future work 

are summarized in Section 6. 

 

2. LITERATURE SURVEY 

S. Ramabhadran et.al. [6]. have studied and assumed that the 

failure of each disk is constant in the exponential data 

reliability model.  For example, the existing studies analyze 

that the Markov chain model assumes that the failure rate of 

each disk in the cloud or any other storage system is the 

same. In reality, the constant disk failure rate cannot explain 

the overall phenomena.  It has been observed the mostly the 

failure rate of the hard disk drives follows a "bath tub" curve 

model in the failure rate is higher in the disk early life, and 

drops during some period, and remains constant for the 

remainder of the disk life span and increase again at the end 

of the disk's lifetime.  

The disk failure probability does not follow an exponential 

distribution. By fixing this inconsistency IDEMA viz. 

International Disk Drive Equipment and Materials 

Association proposed a satisfactory presentation for disk 

failure rates that, the life span of each disk is divided into 

various life stages with various failure rates. [10]. In a nine-

month investigation, Google also gets the results 

inconsistent with this model. This paper concentrates the 

disk failure rates with IDEMA style [11], in which the 

lifespan of each disk is varied accordingly. Many efforts and 

research are performed for providing the data reliability as 

within the case of software aspect also.   
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A.Gharaibeh, B.Balasubramanian[4] studied and analyzed 

that Data replication is considered as the dominant approach 

in the cloud storage system for providing the data reliability 

and recent works on the large-scale cloud storage systems 

followed the multi-replication strategy to ensure the data 

reliability. In the field of cloud computing, data replication 

has been a widely adopted technique in the commercial 

distributed storage systems. Amazon S3, Google File 

System (GFS) [11], HDFS are the typical examples that are 

following three replica strategy. 

 

Although the data replication strategy is used by many 

commercial cloud storage service providers, Amazon S3 

proposed Reduced Redundancy Storage (RRS) to address 

the data redundancy issue to decrease the storage 

consumption [10]. The problem with RRS is it sacrifices the 

data reliability. With the help of low level of reliability only 

provided.  An erasure coded storage system also presented 

and implemented by K.V Rashmi [3]. In the approach, the 

data is divided into various blocks and store them with 

additional erasure coding blocks. By using this kind of 

technique reliability is assured but there is a computation 

overhead in encoding and decoding the data. Hence, In the 

case of data intensive applications, erasure coding methods 

are not the best solution compared with the replication-based 

mechanisms. 

 

3. PROPOSED WORK 

 

The PRCR runs on the virtual machines (VM) in the cloud 

environment. This VM is responsible for running the user 

interface, PRCR node and to conduct the proactive 

replication checking separately.  The main responsibility of 

the user interface is to determine the minimum replication 

factor. It additionally makes the duplicate (replicas) if 

necessary and distributes the metadata of records. At 

whatever point the first replica of the file is created or 

uploaded in the cloud stage it finds the minimum number of 

replica depending on the storage duration that is either short 

period or long period of existence of the file in the cloud. 

With this principle, it makes the replication either one or 

two. If one replica is not sufficient for one particular file to 

store the data then the user interface calls the cloud to create 

the second replica to the corresponding file. When the 

second replication of that file is created, it also creates one 

metadata file and this will be distributed to the suitable 

PRCR node. The metadata has added up to six sorts of 

attributes such as file Identifier, time stamp, data reliability 

required, expected storage duration, checking interval and 

the address of the replica. The record of file ID and the 

replica address is automatically given when the first or 

second copy of the files are made. 

 

3.1 Proactive Replica Checking for Reliability (PRCR) 

The principle thought to use proactive replica checking is to 

propose a cost-effective data reliability management 

mechanism for cloud data storage.  The PRCR utilize the 

well-known property of exponential distribution called the 

memoryless property. In PRCR the information in the cloud 

is organized into various types according to its expected 

storage time and reliability management. For those data 

items, which are required for short term storage are 

sufficient to maintain a single copy to provide the data 

reliability. For those data items, which are required for long 

term or regularly used, maintains three replica strategy for 

providing the reliability. Consider an example, there are 500 

files each of 1 Mb size. Typically, with the conventional 

strategy we should need to maintain three replicas for each 

type, it requires totally 1500 MB storage space (500 * 3 

copies of each), results from a huge storage cost. As with 

two kinds of data types, assume there are 300 files among 

500 are critical and 200 files are for the short term use. If we 

consider this scenario 300 * 3+ 200 * 1 = 1100 MB of 

storage space required, which will save 400 MB compared 

with the conventional three-replica strategy. The proactive 

replica checking is done at regular intervals to check the 

presence of the replicas. If in some cases both the replicas 

may be lost, the probability of this situation is incorporated 

in the data reliability model in its earliest. PRCR ensures 

that the data loss rate is maximum of 0.01 percent of the 

total data per year 

PRCR keeps running on the top virtual layer of the cloud 

and overseas data which are stored as the file in various data 

centers. Figure 1. Demonstrates the architecture of the 

Proactive Replica Checking for Reliability (PRCR). There 

are two noteworthy parts in the architecture are PRCR node 

and UI (User Interface) 

 
Figure 1: PRCR Architecture 

PRCR node: The main segment in the PRCR architectures 

is the PRCR node. The main responsibility of this node is 

the management of the replicas. As will be specified later, as 

per the number of files in the cloud, PRCR may contain at 

least one or more PRCR nodes and each one is independent 

together.  The PRCR node is made of two noteworthy 

components inside. One is data table and the second is 

replica management module. 

 

Data Table: It keeps track the metadata of all data that each 

PRCR node manages. For each file in the data storage, four 

metadata attributes are maintained in the data table. They are 

File Identifier (file ID), scan interval, the timestamp value 

(time stamp) address of the replica (replica address). File ID 

is used to uniquely identify the file. The scan interval is the 

time between the two replica checking of each file. 

Timestamp records the time whenever the replica checking 

is done on one file. PRCR can decide the files that need to 

be checked depending on the scan interval and timestamp 

and based on the replica address all the replicas are found. 

Here each round of the scan is considered as a scan cycle. In 

each scan cycle, metadata is sequentially examined once.  
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Replica Management Module: It is the control component 

of the PRCR node, which is responsible for managing the 

metadata in the data table and cooperating with the Cloud 

computing instance2 to process the checking tasks. In each 

scan cycle, the replica management module scans the 

metadata in the data table and determines whether the file 

needs to be checked. For files that need to be checked, the 

replica management module extracts their metadata from the 

data table and sends these metadata to the Cloud computing 

instances. After the Cloud computing instances have 

finished the checking tasks, the replica management module 

receives the returned results and conducts further actions 

accordingly. In particular, if any replica is not available, the 

replica management module sends a request for replication 

to the Cloud which creates a new replica of the data and 

updates the data table accordingly. 

 

User interface: It is a very important component of PRCR, 

which is responsible for justifying reliability management 

requests and distributing accepted requests to different 

PRCR nodes. A reliability management request is a request 

for PRCR to manage the file. In the request, the metadata of 

the file is required. Despite the four types of metadata 

attributes in the data table, a metadata attribute which is 

called the expected storage duration is needed. It is an 

optional metadata attribute of the file, which indicates the 

storage duration that the user expects. According to the 

expected storage duration, the user interface is able to justify 

whether the file needs to be managed by PRCR or not. In 

particular, if such management is unnecessary, the reliability 

management request is declined and the file is stored with 

only one replica in the Cloud. 

 

3.2 Working Procedure of PRCR 

 

We illustrate the working process of PRCR in the Cloud by 

following the life cycle of a file and the same working 

process shown in Figure 2. 

 

 
Figure 2. Working Process of PRCR 

 

1.  When the original file of the replica is created, the actual 

process begins at this time. Based on the issues such as disk 

failure rate, storage space, data reliability, the user interface 

will determine to store the file with one copy or two copies 

(replicas). 

2. According to the calculation in the user interface, if one 

replica cannot satisfy the data reliability and storage 

duration requirements of the file, the user interface creates a 

second replica by calling Cloud services and calculates the 

checking interval(s) of the file. Its metadata is then 

distributed to the appropriate PRCR node (2). If one replica 

is sufficient, only the original replica is stored and the 

metadata of the file is not created (9). 

3.  The attributes related to metadata are stored in the data 

table of the PRCR node. 

4. Metadata is scanned periodically according to the scan 

cycle of the PRCR node. According to file's time stamp and 

the current checking interval, PRCR determines whether 

proactive replica checking is needed.  

5. If proactive replica checking is needed, the replica 

management module obtains the metadata of the file from 

the data table. 

6. The replica management module assigns the proactive 

replica checking task to one of the Cloud virtual machines 

for proactive replica checking. The Cloud virtual machine 

executes the task, in which both replicas of the file are 

checked. 

7. The Cloud virtual machine conducts further action 

according to the result of the proactive replica checking 

task: if both replicas are alive or lost, go to step 8; if only 

one replica is lost, the virtual machine calls the Cloud 

services to generate a new replica based on the replica that is 

alive. 

8. The Cloud virtual machine returns the result of the 

proactive replica checking task, while in the data table, the 

time stamp and checking interval(s) are updated. 

Specifically, step (1) if both replicas are not lost, the next 

checking interval is put forward as the current checking 

interval; and step(2) if a replica is lost and recovered on a 

new disk, the new replica address is stored and all the 

checking interval(s) are recalculated. Otherwise, further 

steps could be conducted, for example, a data loss alert 

could be issued. 

9. Steps 4 to 8 form a continuous loop until the expected 

storage duration is reached or the file is deleted. If the 

expected storage duration is reached, either the storage user 

could renew the PRCR service or PRCR could delete the 

metadata of the file and stop the proactive replica checking 

process. 

 

3.3 Data Reliability Model 

The current cloud Systems use the conventional three-

replica strategy, which leads to huge storage space. There is 

another way to provide data reliability by reducing it into 

fewer replicas. A mathematical model describes the 

possibility of providing the reliability with the constant and 

variable failure rate of the disks. In the constant Disk failure 

rate, it follows the exponential follows the exponential 

distribution with a constant disk failure rate. In that case, the 

reliability of a disk over period T (i.e., one disk failure 

probability) can be expressed as R(T), where: 

                             R (T) = e 
– λT           

                        (1) 

The replicas stored in the disk should have the same 

reliability as the disk. Therefore, (1) is also applicable for 

calculating the reliability of a single replica when the disk 

failure rate is constant. Therefore, R (T) also indicates the 

data reliability, i.e., the probability of the replica survives 
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over period T with as the disk failure rate. According to the 

IDEMA standard, when the disk failure rate is a variable, we 

assume the disk failure rate pattern contains several life 

stages, and in each life stage of a disk, the disk failure rate 

does not change. This is called variable disk failure rate and 

in Figure 3 it shows that the failure rate pattern of disk D 

between timet0 and tn. The Reliability in the variable disk 

failure rate is defined as: 

                               R (T) =   –  
̅̅ ̅̅

                                 (2) 

 

Figure 3: The failure rate pattern of disk D between time 

t0  and in 

Equation (1) and Equation (2) denotes the reliability of 

storing one replica in constant and variable disk failure rate. 

In this paper we proposed, a generalized data reliability 

model with a variable disk failure rate for multiple replicas 

is proposed and it can be defined as:  

                        R(Tk) = 1-∏    
    –  

̅̅ ̅̅
                   (3) 

Equation (3) reveals the relationship between data 

reliability, the number of replicas, disk failure rates, and 

storage duration. If the number of replicas and the failure 

rates of disks is known, the relationship between storage 

duration and data reliability can then be derived. It can be 

seen that (2) is a special case of (3) when k=1. 

4. ALGORITHMS 

 

4.1 Algorithms used in Proactive Replica Checking:  

There are mainly two algorithms are used in the whole 

working process in PRCR. The first algorithm is storage 

duration prediction algorithm which is mainly used to 

determine the number of replicas is to be stored and to find 

the longest storage duration of each file. This can be shown 

in Figure 3. The second one is metadata storage distribution 

algorithm which is shown in Figure 4. 

 

4.1.1 Storage Duration Prediction Algorithm: 

The Figure Shows the Pseudo code for the storage duration 

prediction algorithm.  Where ET is the expected storage 

duration, P1, P2 are the failure rates of the disk 1 and disk 2 

respectively. StartT is the time when the replica is being to 

be stored. The output SDS denotes the set of all the longest 

storage durations. The algorithm first calculates the average 

failure rate of the file stored on disk 1 for the duration of ET 

(Step 1). According to this value, it determines the number 

of replicas that need to be stored, i.e., to store the file with 

one replica or two (step 2). If two replicas need to be stored, 

the algorithm calculates all LSDWPs throughout the 

expected storage duration of the file in one go and returns 

the LSDWPs set as a result (Steps3-11). 

 

Algorithm: Data Reliability Prediction Algorithm 

Input: ET// Expected Time 

            RR (1) // Reliability Requirement 

            P1, P2 // Disk Failure Rate Patterns of the Disk 1 and 

Disk2. 

            StartT // Start Time 

 Output: SDS 

Step 1: Calculate the Average Failure Rate (P1, StartT, ET) 

Step 2: if (check the number of replicas needed) { 

Step 3:  Assign T=StartT 

Step 4: While (T<=ET+StartT) { 

Step 5: Obtain the Piecewise Linear Function for P1 

Step 6: Obtain the piecewise linear function for P2 

Step 7: obtain the result from equation (8) 

Step 8: assign SD as the Square Root of The result of (8) 

Step 9: T=T+SD 

Step 10: SDS = SD 

Step 11 :} return SDS 

Step 12 :} else return -1 

Figure 4: Storage duration Prediction Algorithm 

 

4.1.2 Metadata Storage Distribution Algorithm: 

The metadata distribution algorithm is conducted at the user 

interface of PRCR. Figure 5 shows the pseudo code of the 

algorithm. SD indicates the current LSDWP of the file. S 

indicates the set of all the PRCR nodes. The algorithm first 

calculates the differences between SD and the scan cycles of 

all available PRCR nodes (step 2-3). Then, from all the 

PRCR nodes with a scan cycle smaller than SD, the ones 

with the smallest difference values are selected as the 

candidates of the destination node (step 4-6). Finally, one of 

the candidates is randomly chosen as the destination node 

(step 7). The reason for randomly choosing one node from 

the node set is to deal with the case where two PRCR nodes 

have the same scan cycle. 

 

Algorithm: Metadata Distribution Algorithm 

Input: SD // Storage Duration 

S; // PRCR nodes set 

Output: node; // selected PRCR node 

Step 1:  Set diff, nodes; 

Step 2: for (each i ∈ s & scancycle(i) <SD) 

Step 3:  diff- SD-scancycle(i) 

Step 4: for (each j ∈ S & scancycle(i) <SD) { 

Step 5:  if (SD – scancycle(j)=min(diff)) 

Step 6: nodes =j ;} 

Step 7: node =random (nodes); 

Step 8: Return node; 

Figure 5: Metadata Storage Distribution Algorithm. 
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5. RESULTS 

 

The work is summarized in three steps. As a first step, the 

registration process of the user will be done with the 

credentials. Secondly, if the user is authenticated, the User 

Interface will be able to create a file. The files which are 

critical will be replicated as two times and the address of the 

replica will be noted, the other files can be replicated only 

once. The PRCR node is able to monitor the number of 

replicas as well as when there is a request from the user 

from the user interface for the additional replicas it will be 

considered and a replica is created and at the same time the 

metadata created and stored in the corresponding file. 

Thirdly, the generalized reliability model implemented for 

providing the reliability. The implementation divided into 

three modules. One is user interface design, second 

Proactive replica checking and finally, storage prediction is 

implemented and the snapshots of uploading a file from the 

user interface, a number of replicas available for the file are 

shown in Figure 6, Figure 7. 

 

 
Figure 6: Successful uploading of a file. 

 

 
Figure 7: Replica Values for the file 

   

 

 

6. CONCLUSIONS AND FUTURE WORK 

 

In this paper, we presented mainly three contributions. First, 

a generalized data reliability with multiple replicas is 

proposed. We have implemented the Proactive Replica 

Checking for Reliability mechanism by considering the 

reliability management as a first requirement. Based on that 

demand, the replication copies will take place according to 

the request from the user interface, i.e. whether for a specific 

data file, either one replica or two replicas are stored. The 

results show that this method works well and give the better 

results compared to the existing methods. It reduces the 

storage space, in turn, reduce the storage cost which is 

essential for the current cloud storage applications. The 

performance considerations will be considered as our future 

work. 
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