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Abstract:  

 Cloud Computing has been envisioned as the next-generation architecture of IT Enterprise. It moves the application 

software and databases to the centralized large data centers, where the management of the data and services may not be fully 

trust worthy. This unique paradigm brings about many new security challenges, which have not been well understood. This paper 

proposed a problem of ensuring the integrity of data storage in Cloud Computing. In particular, consider the task of allowing a 

third party auditor (TPA), on behalf of the cloud client, to verify the integrity of the dynamic data stored in the cloud. The 

introduction of TPA eliminates the involvement of the client through the auditing of whether his data stored in the cloud are 

indeed intact, which can be important in achieving economies of scale for Cloud Computing. While prior works on ensuring 

remote data integrity often lacks the support of either public auditability or dynamic data operations, first identify the difficulties 

and potential security problems of direct extensions with fully dynamic data updates from prior works. 
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I.INTRODUCTION 

 Several trends are opening up the era of Cloud 

Computing, which is an Internet-based  

development and use of computer technology. The ever 

cheaper and more powerful processors, together with the 

“software as a service” (SaaS) computing architecture, are 

transforming data centers into pools of computing service on 

a hugeIn Cloud Computing, the remotely stored electronic 

data might not only be accessed but also updated by the 

clients, e.g., through block modification, deletion, insertion, 

etc. Unfortunately, the state of the art in the context of 

remote data storage mainly focus on static data files and the 

importance of this dynamic data updates has received 

limited attention so far Moreover, as will be shown later, the 

direct extension of the current provable data possession 

(PDP) or proof of irretrievability (POR) schemes to support 

data dynamics may lead to security loopholes. Although 

there are many difficulties faced by researchers, it is well 

believed that supporting dynamic data operation can be of 

vital importance to the practical application of storage out 

sourcing services. In view of the key role of public audit 

ability and data dynamics for cloud data storage, proposed 

an efficient construction for the seamless integration of these 

two components in the protocol design motivate the public 

auditing system of data storage security in Cloud 

Computing, and propose a protocol supporting for fully 

dynamic data operations, especially to support block 

insertion, which is missing in most existing schemes. 

Extending the scheme to support scalable and efficient 

public auditing in Cloud Computing.[2] 

  

II. SYSTEM MODEL 

 Representative  network architecture for cloud data 

storage. Three different network entities can be identified as 

follows: 

• User: users, who have data to be stored in the cloud and 

rely on the cloud for data computation, consist of both 

individual consumers and organizations[7]. 
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• Cloud Service Provider (CSP): a CSP, who has 

significant resources and expertise in building and managing 

distributed cloud storage servers, owns and operates live 

Cloud Computing systems. 

• Third Party Auditor (TPA): an optional TPA, who has 

expertise and capabilities that users may not have, is trusted 

to assess and expose risk of cloud storage services on behalf 

of the users upon request. In cloud data storage, a user stores 

his data 

Laboratory’s /16 networks.We deployed Honeyd responders 

on five of the subnets and operated the other five completely 

“dark.[6]”  

III. ADVERSARY MODEL 

              Security threats faced by cloud data storage can 

come from two different sources. On the one hand, a CSP 

can be self-interested, entrusted and possibly malicious. Not 

only does it desire to move data that has not been or is rarely 

accessed to a lower tier of storage than agreed for monetary 

reasons, but it may also attempt to hide a data loss incident 

due to management errors.[4] 

Adversary, who has the capability to compromisea number 

of cloud data storage servers in different time intervals and 

subsequently is able to modify or delete users’ data while 

remaining undetected by CSPs for a certain period. 

Weak Adversary: The adversary is interested in corrupting 

the user’s data files stored on individual servers. Once a 

server is comprised, an adversary can pollute the original 

data files by modifying or introducing its own fraudulent 

data to prevent the original data from being retrieved by the 

user. 

Strong Adversary: This is the worst case scenario, in which 

we assume that the adversary can compromise all the 

storage servers so that he can intentionally modify the data 

files as long as they are internally consistent. In fact, this is 

equivalent to the case where all servers are colluding 

together to hide a data loss or corruption incident. 

 

IV. SYSTEM ARCHITECTURE 

       To ensure the security and dependability for cloud data 

storage under the aforementioned adversary model, to 

design efficient mechanisms for dynamic data verification 

and operation and achieve the following goals[9] 

 (1) Storage correctness to ensure users that their data are 

indeed stored appropriately and kept intact all the time in the 

cloud. 

(2) Fast localization of data error: to effectively locate the 

malfunctioning server when data corruption has been 

detected.  

(3) Dynamic data support: to maintain the same level of 

storage correctness assurance even if users modify, delete or 

append their data files in the cloud. 

(4) Dependability to enhance data availability against 

Byzantine failures, malicious data modification and server 

colluding attacks, i.e. minimizing the effect brought by data 

errors or server failures. 

 

 (5) Lightweight to enable users to perform storage 

correctness checks with minimum overhead.Monotonically 

scanning the destination IP addresses (e.g., sequentially one 

after another) is a scan strategy widely used by network 

scanning tools. For random events, the monotonic trend 

checking can help filter out the noises caused by the non-bot 

scanners. 

V.ENSURING CLOUD DATA STORAGE 

 In cloud data storage system, users store their data 

in the cloud and no longer possess the data locally. Thus, the 

correctness and availability of the data files being stored on 

the distributed cloud servers must be guaranteed. One of the 

key issues is to effectively detect any unauthorized data 

modification and corruption, possibly due to server 

compromise and random Byzantine failures. Besides, in the 

distributed case when such inconsistencies are successfully 

detected, to find which server the data error lies in is also of 

great significance, since it can be the first step to fast 

recover the storage errors.  

 

To address these problems, our main scheme for ensuring 

cloud data storage is presented in this section. The first part 

of the section is devoted to a review of basic tools from 

coding theory that are needed in our scheme for file 

distribution across cloud servers. 
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VI. PROVIDING DYNAMIC DATA 

OPERATIONSUPPORT 

 This model may fit some application scenarios, 

such as libraries and scientific datasets. However, in cloud 

data storage, there are many potential scenarios where data 

stored in the cloud is dynamic, like electronic documents, 

photos, or log files etc. Therefore, it is crucial to consider 

the dynamic case, where a user may wish to perform various 

block-level.[12] 

 Operations of update delete and append to modify 

the data file while maintaining the storage correctness 

assurance. The straightforward and trivial way to support 

these operations is for user to download all the data from the 

cloud servers And re-compute the whole parity blocks as 

well as verification tokens. This would clearly be highly 

inefficient. In this section, we will show how our scheme 

can explicitly and efficiently handle dynamic data 

operations for cloud data storage. 

 

VII.CONCLUSION 

 Cloud Computing has been envisioned as the next-

generation architecture of IT Enterprise. It moves the 

application software and databases to the centralized large 

data centers, where the management of the data and services 

may not be fully trustworthy. This unique paradigm brings 

about many new security challenges, which have not been 

well understood. This work studies the problem of ensuring 

the integrity of data storage in Cloud Computing. In 

particular, we consider the task of allowing a third party 

auditor (TPA), on behalf of the cloud client, to verify the 

integrity of the dynamic data stored in the cloud. The 

introduction of TPA eliminates the involvement of the client 

through the auditing of whether his data stored in the cloud 

is indeed intact. The support for data dynamics via the most 

general forms of data operation, such as block modification, 

insertion and deletion, is also a significant step toward. 

Another major concern is how to construct verification 

protocols that can accommodate dynamic data files. In this 

technology, explored the problem of providing simultaneous 

public audit ability and data dynamics for remote data 

integrity check in Cloud Computing. 
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