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Abstract: The development of open source software is a multidisciplinary approach and it requires different areas of expertise, 

knowledge, tools and techniques. The open source software development has an important role. During the last decades, open 

source software development has changed the dynamics of software engineering research and added different new domains. In 

closed source software, the data related to software development, bug reported before release and post release was not available. It 

was difficult for researchers to validate their methods and models due to non-availability of data. In open source software, different 

repositories namely Source control repositories, Bug repositories, Archived communications, Deployment logs, Code repositories 

are available. Researchers are developing methods to mine useful information from these repositories to improve the quality of 

software projects. Different machine learning techniques have been applied to determine the level of severity and priority of bugs, 

to find the buggy module, security bugs and right developers. In this paper we are trying to focus on various domains such as  

Artificial Intelligence based Software Engineering to develop new tools, Model Based Software Engineering, Search Based 

Software Engineering , Role of Software Engineering in Cloud Computing, Quantitative and Qualitative Software Engineering, 

Empirical Software Engineering ,regression based prediction models and machine learning techniques used to predict the bug fix 

time, man power involved in fixing that bug , assign a bug to the right fixer and  . 

Keywords:  Software engineering , Artificial Intelligence, Search based software engineering, Model based software engineering, 

Machine learning techniques, quantitative and qualitative software engineering, Empirical software engineering . 

 

1. Introduction 

As pointed out by David Rice, ―Like cement, software is 

everywhere in modern civilization. Software is in your mobile 

phone, in your home computer, in cars, airplanes, hospitals, 

businesses, public utilities, financial systems, and national 

defense systems. ―[1] 

 

Software is basically computer instructions or data used 

in software engineering which refers to the process of 

developing software initially, then repeatedly updating it for 

various reasons for development. Software engineering (SE) is 

concerned with the quantifiable approach to the development, 

design, operation, and maintenance of software. 

 

For the last 50 years, many critical issues (low quality and 

productivity, and high cost and risk, unreliable, un-

maintainable, inconsistent etc.) have existed in the old-

established software development process. The major reason 

behind this, unorganized, nonlinear and not well engineered 

structure of software engineering paradigm in which a small 

change at one place in a nonlinear system may bring a large 

variation to the entire system in a later state– the “Butterfly-

Effect‖. But in the recent era the improved software 

development methodology gives the better understanding of 

complex system in terms of their components, so that all the 

software engineering research activities are performed linearly, 

partially, locally, quantitatively and qualitatively. 

 

The rest of the paper is organized as follows. Section 2 of the 

paper presents an overview of the current trends in software 

engineering that includes Artificial Intelligence techniques can 

be used in the field of Software Engineering to develop new 

tools, Model Based Software Engineering, Search Based 

Software Engineering, Role of Software Engineering in Cloud 

Computing, Quantitative and Qualitative Software Engineering, 

Empirical Software Engineering and the usage of Machine 

Learning Techniques. Description of Machine Learning 

techniques have been presented in section 3. Section 4 briefly 

motivates on the regression models and finally the paper is 

concluded in section 5. 
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2.  Current Trends in Software Engineering 
It was only in the last decade of development that the 

production of higher quality and lower cost software started to 

emerge and software engineering gained its present 

importance. Today, software represents the key to success of 

many computer systems, and the factor of differentiation of 

organizations that have it. Software has become an essential 

component in business decisions and a basis in scientific 

research and engineering problem solving. It also represents a 

significant component in industrial, transportation, medical, 

telecommunications, military and many other types of systems. 

In the modern world, the software is virtually inevitable and 

ubiquitous. On beginning of the 21
st
 century, understanding of 

the software has changed and is accepted by the public as 

technological reality in the future development. Present 

software development is similar to that in the early days. 

Although programming tools and languages are more 

advanced, technical equipment and information easily 

available, and the possibilities wider, these factors do not apply 

to specific development methodologies which remain 

equivalent to the first basic models. 

Nowadays, the competitive advantages of developing software 

products derive mainly from speed and flexibility. To be 

competitive, organizations need to be closely associated with 

their customers, and be open to changes in user requirements. 

For this reason, today, the traditional models of development, 

with organizations that are willing to innovate, are being 

replaced by agile methods. All these ―new‖ models of 

development have their own advantages and disadvantages – 

there is no best method. Selection of the most appropriate 

methodology will always depend on the organization, the scope 

and complexity of projects, cooperation of clients, staff 

experience, and other external and internal factors.  

Software Engineering can be used to make the software simple 

and cost efficient. For that purpose new areas are explored to 

develop better techniques and tools to manage the complexity 

of software systems. In this paper, we have discussed different 

trends of software engineering.  

 

2.1 Artificial Intelligence and software Engineering 

 

AI is a branch of computer science which is concerned with the 

study and modeling human cognition using intelligence 

computer system . According to the Mark Harman[]Artificial 

Intelligence is about making machines intelligent, while 

software engineering is the activity of defining, designing and 

deploying some of the most complex and challenging systems 

mankind has ever sought to engineer. Though software 

engineering is one of the most challenging of all engineering 

disciplines, it is often not recognized as such, because software 

is so well concealed. 

There are various Artificial intelligences  techniques such as 

knowledge based systems, neural networks, fuzzy logic, data 

mining, natural language processing techniques, neural 

networks, genetic algorithms, fuzzy logic and ant colony 

optimization which have potential to improve the theory and 

the implementation of modeling and designing  the software 

development paradigm. 

In traditional software engineering development process begins 

at the requirement analysis and specification phase  and end at 

the testing phase. At each of these phases different types of 

knowledge are required (design knowledge, domain knowledge 

and programming knowledge).There are various error can 

occur at any phase of software development process. Such 

errors are usually difficult and expensive to correct [62]. 

The basic problem of software engineering is the long gap 

between requirement specification and the delivery of the 

product. This long gap must be reduced before product arrival. 

In addition, there is the problem of phase independence of 

requirements, design and codes. Phase independence means 

that any decision made at one level becomes fixed for the next 

level. Thus, the coding team is forced to recode whenever there 

is change in design [61].  

 

 
Figure 1.Traditional software development process[61] 

 

Knowledge-based techniques in AI can be used to modify this 

traditional approach the AI technique that handles this problem 

is automated programming which results in reusable 

code[63][64]. Thus, when a change is made in the design, that 

part of the design that does not change remains unaffected. 

Thus, automated tools for system redesign and reconfiguration 

resulting from a change in the requirements will serve a useful 

purpose. This technique requires constraint propagation 

technique. With the help of automated programming approach 

AI based systems are free from risk management strategies [61].  

 

 

 
Figure2 : Expert System development process 

 

Table1: Research Works in Software Engineering based on 

AI 

 

Authors 

[Ref] 
Objective Of Research 

[58] 

Ammar, 

Abdelmoez 

and Hamdi 

This paper surveys the application of artificial 

intelligence approaches to the software 

engineering processes. These approaches can 

have a major impact on reducing the time to 

market and improving the quality of software 

systems.  They surveyed research in the 

development activities of requirements 

engineering, software architecture design, and 

coding and testing processes.  

[59] 

Ebbah 

The author focuses on techniques developed (or 

that are being developed) in artificial 

intelligence that can be used to solve the 

problems associated with software engineering 
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processes. 

[60] 

Prince Jain 

They describe the interaction area between AI 

and SE. But before interaction, there is need of 

proper knowledge, discussion and 

understanding of factors and issues that 

originates while performing interaction. There 

is needed to be reducing and resolving the 

factor and issues which comes between while 

communicating the AI and SE 

[61] 

Raza 

The author highlights a comparative study 

between the traditional software development 

process and expert system development 

process. This paper also highlights how AI can 

be used to modify this traditional approach 

.With the help of automated programming 

structure AI based systems are free from risk 

management strategies. Because of  Artificial 

Intelligence Techniques in Software 

Engineering (AITSE) we can reduce the 

development time in software development. 

Coding phase in software development process 

can be changed into Genetic Code. 

 

2.2 Model Based Software Engineerin g 

 

 “Test data creation is a tedious, expensive, time-consuming 

and error-prone activity. Model driven approaches are 

springing up to aid up auto generation of test data.” 

Anjaneyulu Pasala PhD 

Senior Research Scientist 

Infosys Labs, Infosys Ltd. 

 

Model based software engineering is a software development 

methodology which is used to create and exploit model in such 

a way that is easily understandable. It gives the abstract 

representation of the knowledge rather than the computing 

concepts. Its main objective is to change the software 

development process from manual coding to automatic code 

generation to achieve code reuse and perform maintenance and 

product development through the use of software modeling 

technology. 

 

Table 2:  Research Works in Software Engineering based 

on MBSE 

 

Authors 

[Ref] 
Objective Of Research 

 

 

[6] 

Basha, Moiz 

 And 

 Rizwanullah 

 

The authors presents the state-of-the-art of the 

Model-Based Software Development, the 

Model-Based Software Engineering (MBSE), 

Model Centric Software Development 

(MCSD) and Domain Engineering process 

with the specific domain .They demonstrates 

the purpose of DARE-COTS tool along with 

the scope of product lines. They also 

highlights the research challenges in terms of 

Multi Aspect Modeling.  
 

[7] 

Karsai, 

JSztipanovits, 

 Ledeczi, and 

Ted Bapty 

The authors describe a model-integrated 

approach for embedded software development 

that is based on domain-specific, multiple 

view models used in all phases of the 

development process. They also demonstrate 

the principles and techniques of model-

integrated embedded software development, 

as well as the capabilities of the tools 

supporting the process.  

 

2.3 Search Based Software Engineering 

In the past five years, Search Based Software Engineering 

(SBSE) becomes an emerging trend in software engineering 

research problem. It deals with metaheuristic search such as 

genetic algorithms (GA), simulated annealing and tabu search. 

It is based on computational search and optimization technique 

that is widely applicable to almost all phases of the software 

development process. SBSE has been applied throughout the 

software engineering lifecycle such as testing, debugging and 

maintenance, design, management, verification, general 

aspects, requirement engineering, project planning and re-

engineering. 

The term SBSE was first used by Harman and Jones [18] in 

2001. This was the first time in the literature that it was 

suggested that search based optimization could be applicable 

right across the full spectrum of activities in Software 

Engineering. 

Fig. 3 and 4 show the trend of publications on SBSE and 

Software Engineering topic area [17]. 

 

 

Figure 3 : The trend of publications on SBSE. 

 

 

Figure 4: The trend of publications on Software 

Engineering Topic Areas 

 

 

Table 3:  Research Works in Software Engineering based 

on SBSE 

 

Authors 

[Ref] 
Objective Of Research 



Madhu Kumari
1
, IJECS Volume 3 Issue 4 April, 2014 Page No.5288-5297 Page 5291 

 

[19] Alshahwan and 

Harman 

SBSE applications including 

tools for testing. 

[20] Fraser and   Arcuri 

[21] Jia and Harman 

[22] Lakhotia, Harman, 

and Gross 

[23] Mitchell and 

Mancoridis 
Modularization 

[24] Goues, Nguyen, 

Forrest, and Weimer 
Bug Fixing 

[25] Antoniol,  Penta, 

and  Harman 

Authors show that an ordering-

based genome encoding (with 

tailored cross over operator) 

and the genetic algorithm 

appear to provide the most 

robust solution, though the hill 

climbing approach also 

performs well. The best search 

technique results reduce the 

project duration by as much as 

50%. 

[26] Davis Project Scheduling 

[27] Falkenauer Grouping Problems 

[28] Bagnall, Rayward-

Smith, and  Whittley 

The life-cycle of  requirements 

engineering 

[29] Aguilar-Ruiz, 

Ramos, Riquelme, and 

Toro 

Project planning and cost 

estimation . 

[30] Antoniol, Penta, 

and Harman 

[31] Antoniol, Penta, 

and Harman 

[32] Burgess and 

Lefley 

[33] Dolado 

[34] Kirsopp, 

Shepperd, and Hart 

[35] Baresel, Binkley, 

Harman, and Korel 

Testing 

[36] Baresel, Sthamer, 

and Schmidt 

[37] Bottaci 

[38] Briand, Feng, and 

Labiche 

[39] Briand, Labiche, 

and Shousha 

[40] Guo, Hierons, 

Harman, and Derderian 

[41] Harman, Hu, 

Hierons, Wegener, 

Sthamer, A. 

[42] Li, Harman, and 

Hierons 

[43] McMinn, Harman, 

Binkley, and Tonella 

[44] J. Wegener, A. 

Baresel, and H. 

Sthamer 

[45] Bouktif, Antoniol, 

Merlo, and  Neteler 
Automated Maintenance 

[46] Fatiregun, 

Harman, and Hierons. 

[47] Harman,  Hierons, 

and Proctor 

[48] Mitchell and  

Mancoridis 

[49] Mitchell and 

Mancoridis. 

[50] O‘Keeffe and 

O‘Cinneide. 

[51] Seng, Bauer, 

Biehl, and Pache. 

[52] O. Seng, J. 

Stammel, and D. 

Burkhart 

[53] Canfora, Penta, 

Esposito, and Villani 

Service oriented software 

engineering 

[54]Cohen,  Kooi, and 

Srisa-an 
Compiler optimization 

[55] Cooper, Schielke, 

and  Subramanian 

[56] Bouktif, Sahraoui, 

and Antoniol. 
Quality assessment 

[57] Khoshgoftaar, L. 

Yi, and  Seliya 

 

2.4 Cloud Computing and Software Engineering 

Cloud computing enables on-demand  network access to shared 

pool of computing resource such as storage, software‘s, 

different platforms etc. Cloud computing lets a consumer to 

consume it‘s services and are charged according to the service 

that they have used. When engineering is disciplines to cloud 

computing it forms cloud engineering. Cloud engineering 

invests the methods and tools of software engineering in 

conceiving, developing, operating and maintaining cloud 

computing systems and its services. 

By combining cloud computing and software engineering, we 

can meet the individually challenges faced by the cloud 

computing and software engineering. For example, a major 

challenge in software engineering is to manage the runtime 

QoS of loosely coupled service in distributed environment. 

Cloud computing can meet this challenge through resource 

allocation and virtualization. 

On the other hand, cloud computing struggles both with 

providing interoperability across different clouds and with the 

rapid development and adaptation to, ever-changing business 

environments and requirements. SOA‘s standard interfaces and 

protocols could help address this interoperability challenge 

[http://www.infoq.com/articles/ieee-software-engineeering-

services-cloud-computing/]. 

 

Table 4:  Research Works in Software Engineering based 

on SBSE 

 

 

Authors 

[Ref] 
Objective Of Research 

[66] 

Yadav, Khatri 

 and Singh  

They proposed a framework that 

makes cloud smarter and intelligent 

than simple cloud by using Artificial 

intelligence techniques. AI based 

cloud service models for higher 

education will help in cutting the 

costs spent on buying resources. 

http://www.bibsonomy.org/author/Antoniol
http://www.bibsonomy.org/author/Penta
http://www.bibsonomy.org/author/Harman
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With the help of this model quality 

of cloud will increase and make our 

education system more modern and 

transparent with smaller budgets. 

[67] 
Yadav, Singh 

 and Kumari 

They concluded that software with 

minimum bug complexity and 

minimum operating time are much 

reliable. These software follows 

delayed and more delayed 

exponential distribution while newer 

software component follows 

exponential distribution that are 

more prone to failure‘s and less 

reliable. Their proposed model is 

based on Weibull distribution for 

hardware and delayed exponential 

for software. 

[68] 

Thanakornworakij, 

Nassar, 

Leangsuksun1,  

 Păun 

They have developed a reliability 

model and estimate the mean time to 

failure and failure rate based on a 

system of k nodes and s virtual 

machines under four major scenarios 

that are combinations of software 

and hardware failure correlation. 

They demonstrate that if the failure 

of the hardware and/or the software 

in the system have a degree of 

dependency, the system becomes 

less reliable, which means that the 

failure rate of the system increases 

and the mean time to failure 

decreases. Additionally, an increase 

in the number of nodes decreases the 

reliability of the system. 

[70] 
Dai, Yang, 

Dongarra and 

Zhang 

They conducted a systematic 

approach on reliability modeling 

and analysis of cloud service They 

elaborated various types of possible 

failures in a cloud service such as 

overflow failure, timeout failure, 

resource missing failure, network 

failure, hardware failure, software 

failure, and database failure. Based 

on these failures they have 

developed holistic reliability model 

using Markov models, Queuing 

Theory and Graph Theory.A new 

algorithm is proposed to evaluate 

cloud service reliability based on 

the developed model  by using 

Bayesian approaches and Graph 

Theory.  
 
 

2.5 Quanlitative and Quantitative Software Engineering 

Software engineering commonly classified as either 

quantitative or qualitative. But these two distinct research 

methods exist simultaneously in software engineering. 

Qualitative Software engineering deals with the data that is 

represented as words and pictures not numbers. Basically the 

qualitative software engineering is the study of the complexities 

of human behavior (e.g. motivation, communication, and 

understanding). In qualitative research method data are 

descriptive, expressed in terms of words like experiments, 

questionnaires and psychometric tests rather than numbers. 

Qualitative data is sometimes referred to as categorical data. 

They need to be quantifying to do analysis. But in quantitative 

approach, data are anything that can be expressed as a number, 

or quantified. Both types of data are valid types of 

measurement, and both are used in software engineering 

methodology but only quantitative data can be analyzed 

statistically because of its numeric form, and thus more 

rigorous assessments of the data are possible. 

 

Table 5: Characteristics of quantitative and qualitative 

research [15]. 

 

Quantitative Qualitative 

Objective Subjective 

Research questions: How 

many? Strength of 

association? 

Research questions:  

What? Why? 

"Hard" science "Soft" science 

Literature review must be 

done early in study 

Literature review may be 

done as study progresses or 

afterwards 

Test theory Develops theory 

One reality: focus is concise 

and narrow 

Multiple realities: focus is 

complex and broad 

Facts are value-free and 

unbiased 

Facts are value-laden and 

biased 

Reduction, control, precision Discovery, description, 

understanding, shared 

Interpretation 

Measurable Interpretive 

Mechanistic: parts equal the 

whole 

Organismic: whole is greater 

than the parts 

Report statistical analysis. 

Basic element of analysis is 

numbers 

Report rich narrative, 

individual; interpretation. 

Basic element of analysis is 

words/ideas. 

Researcher is separate Researcher is part of process 

Subjects Participants 

Context free Context dependent 

Hypothesis Research questions 

Reasoning is logistic and 

deductive 

Reasoning is dialectic and 

inductive 

Establishes relationships, 

causation 

Describes meaning, 

discovery 

Uses instruments Uses communications and 

observation 

Strives for generalization 

Generalizations leading to  

prediction, explanation, and 

understanding 

Strives for uniqueness 

Patterns and theories 

developed for understanding 

Highly controlled setting: 

experimental setting 

(outcome oriented) 

Flexible approach: natural 

setting (process oriented) 

Sample size: n 

 

Sample size is not a concern; 

seeks "informal rich" Sample 

"Counts the beans" Provides information as to 

"which beans are worth 

counting" 
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2.6 Empirical Software Engineering 

Empirical software engineering requires the scientific use of 

quantitative and qualitative data to understand and improve the 

software product, software development process and software 

management. 

Empirical software engineering do not only deal with the 

software development process but also deal with the people 

involved in software development. So, the integration of both 

quantitative and qualitative research methods are necessary in 

software engineering development process. In the early days, 

empirical research in software engineering has been based on 

quantitative approach only but now these days studies in 

empirical software engineering are often involve software 

developers as well as software development organization. 

 

Table 6:  Research Works in Software Engineering based 

on Empirical Software Engineering 

 

Authors 

[Ref] 
Objective Of Research 

[14] 
Lázaro, 

and  

Marcos 

The authors observed that if these two SE 

research methods are applied separately the 

results obtained are incomplete. Hence, it is 

difficult to choose definitively between 

quantitative and qualitative methods when 

embarking on a specific research. To address 

this problem, a new research method based on 

integrating quantitative and qualitative 

methods is proposed and here a first approach 

to a new research method is proposed that is 

similar to the implementation of integrated 

qualitative and quantitative methods in the 

social sciences. Specifically, of the three types 

of integration taken from the field of social 

sciences, complementation is chosen, and this 

modified and redefined for improved usage in 

the field of SE. 

 

3. Machine Learning Techniques and Software 

Engineering   
In the traditional approach, usage of statistical estimation 

models provides incomplete, unreliable and poor performance 

result. They do not deal with categorical data, missing data 

points, spread of data points, and data with outliers. Machine 

Learning techniques remove all the demerits of traditional 

approach by improving performance through mechanizing the 

acquisition of knowledge from experience. ML algorithms not 

only can be used to build tools for software design, 

development and maintenance task but also can be used in 

tackling software engineering problem. 
Machine learning deals with the issue of how to build computer 

programs that improve their performance at some task through 

experience [12]. Machine learning algorithms have been 

utilized in: (1) data mining problems where large databases 

may contain valuable implicit regularities that can be 

discovered automatically; (2) poorly understood domains 

where humans might not have the knowledge needed to 

develop effective algorithms; and (3) domains where programs 

must dynamically adapt to changing conditions [12]. 

 

Machine learning also identifies the software development and 

maintenance tasks in the following areas : requirement 

engineering (knowledge elicitation, prototyping); software 

reuse (application generators); testing and validation; 

maintenance (software understanding); project management 

(cost, effort, or defect prediction or estimation). Machine 

learning is the subfield artificial intelligence that allow 

computers to improve their performance and automatically 

produce (induce) models, such as rules and patterns, from data. 

Hence, machine learning is closely related to fields such as data 

mining, statistics, inductive reasoning, pattern recognition, and 

theoretical computer science. 

Table 7 contains a list of software engineering tasks for which 

ML methods are applicable [13]. 

 

Table 7: SE tasks and applicable ML methods. 

 

                  SE tasks Applicable type(s) of learning 

Requirement engineering AL, BBN, LL, DT, ILP 

Rapid prototyping GP 

Component reuse IBL (CBR4) 

Cost/effort prediction IBL (CBR), DT, BBN, ANN 

Defect prediction BBN 

Test oracle generation AL (EBL5) 

Test data adequacy CL 

Validation AL 

Reverse engineering CL 

 

The field of Machine Learning includes: supervised learning, 

unsupervised learning and reinforcement learning.  

 Supervised learning : 

Supervised learning includes neural networks (NN), Bayesian 

learning (BL), Case-based reasoning(CBR), Decision 

trees(DT), Instance-based learning (IBL), Support vector 

machines(SVM), Regression analysis, Information fuzzy 

networks (IFN), inductive logic programming (ILP), concept 

learning (CL), genetic algorithms (GA) and genetic 

programming (GP), analytical learning (AL), combined 

inductive and analytical learning (IAL), ensemble learning 

(EL), explanation-based learning( EBL) etc. 

 Unsupervised learning : 
Unsupervised learning includes Artificial neural network ,Data 

clustering, Expectation-maximization algorithm, Self-

organizing map, Radial basis function network,Vector  

Quantization, Generative topographic map, Information 

bottleneck method etc. 

 Reinforcement learning :  
Reinforcement learning includes reinforcement learning 

(RL),Temporal difference learning, Q-learning, Learning 

Automata, Monte Carlo Method ,SARSA etc.Table 2 

demonstrates the distribution of ML algorithms in the seven SE 

application areas. 

 

Table 8: ML methods in SE application areas. 

http://www.informatik.uni-trier.de/~ley/pers/hd/m/Marcos:Esperanza.html
http://www.informatik.uni-trier.de/~ley/pers/hd/m/Marcos:Esperanza.html
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Many machine learning techniques like Artificial Neural 

Networks, Decision Tree, Linear Regression, Support Vector 

Machine, Fuzzy Logic, Genetic Algorithm, Empirical 

Techniques, and Theory based techniques has been used by 

researchers to tackle software engineering problems. In the 21st 

century, using the technique is not a big deal , the problem is 

,which technique is most appropriate for a particular data set. 

There are various ML tools for machine learning and statistical 

analysis including SAS, SPSS, Weak and the  

R language – allow deep analysis of smaller data and Mahout, 

Pentaho or Rapid Miner – allow shallow analysis of 

big-data and tools such as Spark, Twister, HaLoop, Hama and 

Graph Lab – facilitate deeper analysis   of big-data . 

 
The information given in figure 5 indicates that the increased 

interest in Machine Learning techniques in software 

engineering. 

 

 

 
Figure 5: Publications on applying ML algorithms in SE. 

 

4. Regression Model 

In Quantitative Software Engineering, research methods work 

with data in numerical form collected from representative open 

source repositories and analyzed through statistical methods. 

One of the the statistical method is regression. The objective of 

regression analysis  is to identify the relationship between the 

dependent and independent variables, eliminating insufficient 

and imprecise variables, and  reduce the complexity of the 

problem so that the research reach their goals or conclude some 

results. 

 

Authors 

[Ref] 
Objective Of Research 

[2] 

Sharma, 

Kumari and 

Singh 

They Proposed prediction models based on 

linear regression to predict the bug attributes 

and to determine their linear relationships 

[3] 

Chaturvedi 

and Singh 

An attempt to demonstrate the applicability 

of machine learning algorithms to predict 

the bug severity level of  summary of bug 

reports of NASA project. 

[4]  

Bhattacharya 

and Neamtiu  

They demonstrate that, the bug-fix time in 

open source projects is not influenced by the 

bug-opener‘s reputation. They proposed that 

various bug report attributes which have 

been previously used to build bug-fix time 

prediction models do not always correlate 

with bug-fix time. 

[5] 

Yan et al 

It is clear from the literature that very few 

efforts have been made to predict the 

severity of a bug and bug fix time by using 

the other bug attributes. Sharma et al. 

[8] 
Sharma, 

Bedi, 

Chaturvedi 

and Singh. 

They  have shown the applicability of 

machine learning algorithms namely to 

predict the bug priority. They reported that 

cross-project priority prediction worked 

with 72% accuracy. 

[9] 

Currently, 

Tian et al. 

They proposed a new approach to predict 

severity of a bug automatically in particular 

BM25-based document similarity function. 

They focused on predicting fine-grained 

severity labels, namely the different severity 

labels of Bugzilla . They proposed a new 

approach ,automatically analyzes bug 

reports reported in the past along with their 

assigned severity labels, and recommends 

severity labels to newly reported bug reports 

. 

[10] 

Bhattacharya 

and Neamtiu  

They proposed an idea of reducing tossing 

path lengths of a bug to 1.5-2 tosses for 

most bugs, which represents a reduction of 

up to 86.31% compared to original tossing 

paths. This reduction in tossing path length 

improved triaging accuracy and got 83.62% 

prediction accuracy in bug triaging.They 

have shown how intra-fold updates are 

beneficial for achieving higher prediction 

accuracy in bug triaging when using 

classifiers in isolation.  
[11] 

Kim and 

Whitehead 

They demonstrates the distribution of bug 

counts for each bug fix time . 

 

5. Conclusion 

6. Software development is a very complicated process and it 

needs to be improved day by day .Now these days, Software 

Programmer has a different view in the field of Software 

Engineering development paradigm. Software engineering term 

first appeared in the 1968 NATO Software Engineering . 

During past 45 years, an exponential growth has been occurred 

in the several fields of software engineering such as process 

models, the software development methods, the test paradigm, 

the quality assurance paradigm, the documentation paradigm, 

the maintenance paradigm, the project management paradigm, 

etc. 
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During the last decades, many critical issues (low quality and 

productivity, and high cost and risk, unreliable, un-

maintainable, inconsistent etc.) have existed in the old-

established software engineering development process. 

Software Engineering can be used to make the software simple 

and cost efficient. For that purpose new areas are explored to 

develop better techniques and tools to manage the complexity 

of software systems. In this paper we have demonstrate an 

abstract view of different research area associated with 

software development paradigm. We have discussed different 

trends of software engineering such as Artificial Intelligence 

techniques can be used in the field of Software Engineering to 

develop new tools, Model Based Software Engineering, Search 

Based Software Engineering, Role of Software Engineering in 

Cloud Computing, Quantitative and Qualitative Software 

Engineering, Empirical Software Engineering and the usage of 

Machine Learning Techniques in Software Engineering. 
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