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Abstract: In recent years, cloud computing has become a popular paradigm for hosting and delivering services over the internet. The key 

technology that makes cloud computing possible is server virtualization, which enables dynamic sharing of physical resources. Through 

virtualization, a cloud service provider can ensure QoS delivered to the user while achieving higher server utilization and energy efficiency. 

Virtualization introduces the problem of virtual machine placement and also increases the overheads in load balancing. This paper discusses 

the various the various algorithms dealing with VM placement and load balancing in cloud environment. 
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1. Introduction 
 
Clusters [1] are distributed systems under the supervision of 

single administrative domain. Grid [1] is a geographically 

dispersed collection of distributed systems. Cloud is a 

collection of parallel and distributed system where the nodes 

are virtualized whereby a single physical server can run 

multiple virtual servers, thus reducing the resources as well 

as the cost. 

 

A cloud can be public, private or hybrid [2]. Private clouds 

are setup by enterprises for their internal use only.  Public 

clouds are setup for public use by the enterprises. The users 

of a public cloud must agree to the Service Level Agreement 

(SLA) specified by the cloud provider. Hybrid cloud is a 

combination of private and public cloud. OpenStack is one 

the most popular software used to setup a cloud, others 

being Eucalyptus,  OpenNebula, etc. 

 

There are three major types of services provided on a cloud: 

Infrastructure as a Service (IaaS), Platform as a Service 

(PaaS), Software as a Service (SaaS). 
 
 
Software-as-a-Service is software which is deployed over 

the internet and used by someone on a personal computer or 

local area network. Popular example is Microsoft Office 

365. 

 

Platform-as-a-service in the cloud is defined as a set of 

software development tools hosted on the provider's 

infrastructure. Applications are created on the provider's 

platform over the internet. Popular examples are Google 

App Engine, Windows Azure. 

 

Infrastructure-as-a-Service provides the customer with 

storage and virtual server instances, as well as APIs that 

allow the customer to configure their virtual servers and 

storage. This model allows the organization to pay for only 

as much capacity as is needed, and scale up/down as soon as 

required. Popular example is Google Drive, Amazon EC2 

(Elastic Compute Cloud). 
 

All the given examples i.e. MS Office 365, Google App 

Engine, Windows Azure, Google Drive, Amazon EC2 are 

public clouds, so any user can access them through an 

internet connection. Organizations can also setup private 

clouds for their internal use, which run on their private 

network. 

2. Virtualization 

 

Virtualization (also called Server Virtualization) is the key 

technology that makes cloud computing possible. 

Virtualization enables multiple applications to run on a 

single physical server simultaneously, inside performance-

isolated platforms called Virtual Machines. Creation of a 

virtual machine requires software known as Hypervisor or 

Virtual Machine Monitor (VMM). There are two types of 

hypervisors: Bare metal (Type-1) and Hosted (Type-2). 

Type-1 hypervisors run directly on the top of the hardware, 

whereas Type-2 run inside an operating system. Examples 

of Type-1 hypervisors are Xen, Microsoft Hyper-V. 

Examples of Type-2 hypervisors are Virtualbox, 

VirtualPlayer. 

 

Internet hosting service companies use VMMs to provide 

virtual private servers. A virtual private server which is 

dynamic (can be moved to other hardware according to load 

while it is still running) is referred to as cloud server. 
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Amazon EC2, IBM SoftLayer use Xen as the primary VMM 

for their product offerings. 

 

3. Cloud Architecture 

 

A cloud can be said to have 4 layers: Tasks are executed on 

Virtual Machines, several Virtual Machines reside on a host 

(physical server), and several hosts at a single physical 

location aggregate to form a single datacenter entity. The 

data-centers may be dispersed at different geographical 

locations all over the world. 

 

 

Tasks 
 

Virtual Machines 
 

Hosts/Physical Servers 
 

Data Centers 
Figure 1: Cloud Architecture 

 

Host is the physical server which can have multiple cores 

for parallel processing; it is responsible for assigning 

processing cores to the virtual machine. More than one 

instance of virtual machine can be mapped onto a single 

host. Tasks are executed on a virtual machine. Tasks must 

be mapped onto appropriate virtual machine based upon its 

configuration and availability. 

 

There are few simulation tools available now which can be 

used to simulate a cloud. The most popular ones are 

CloudSim (and related projects like CloudAnalyst), 

iCanCloud, GDCSim (Green Data Center Simulator), etc.  

 

 

4. Why Virtualization? 

 

Consider we have 7 non-virtualized servers hosting 7 

applications labeled App1 to App7. For each server, we 

have application resource requirements (memory 

requirements, etc.) over a period of time. We have to move 

applications from these servers to virtualized servers on a 

cloud, where each host has a quad-core processor which is 

capable of executing up to 4 VMs in parallel.  

 

As we can see from the figure 2, the non-virtualized hosts 

are not fully utilized and we are using 7 of them. By 

virtualizing the servers, the numbers of hosts required have 

reduced to 3, and each of these hosts is being better utilized. 

 

For efficient resource utilization, and reduction of cost and 

energy consumption, it is important that the VMs are 

consolidated to minimal number of physical nodes.  

 

The following are few approaches used to handle VM 

placement problem:  

Bin packing. The VM placement problem is often 

considered as a variant of bin-packing problem, which is a 

NP-hard problem. Several heuristics have been proposed to 

handle this problem [4-8]. 

 

 

 
Figure 2: VM placement example  

 

Constraint programming. Constraint programming methods 

have also been used to handle VM placement problem [9-

10].  

Linear programming. Several approaches based on linear 

programming have been proposed [11-13]. 

Genetic algorithm. Another approach to VM allocation 

problem is to use genetic algorithm [14-15]. 

 

5. Load Balancing 
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Suppose all the hosts and VMs across all the data centers 

across the world are supporting the same social networking 

application. Then a task initiated by a user at some location 

in the world has to be assigned a specific VM in a specific 

data center.  

There are various algorithms for data center allocation 

(called service-broker policies) like closest data center, 

optimize response time, reconfigure dynamically with load 

as well as for load distribution across multiple VMs in a 

single data center like round robin, equally spread current 

execution load, throttled. 

The “closest data center” policy simply routes the traffic to 

the closest data center. In “optimize response time” policy, 

the service broker monitors the performance of each data 

center, and directs traffic to the data center with best 

response time. The “reconfigure dynamically with load” 

policy is an extension to closest data center policy, where 

the routing logic is similar, but the service broker has one 

more responsibility of increasing or decreasing the number 

of virtual machines allocated in the data centers based on the 

load. 

After a task has been allotted a data center, the task has to be 

allotted a VM. Let VM = {VM1, VM2, … , VMn} be the set 

of virtual machines distributed on several hosts in a data 

center, which should process m tasks T = {T1, T2, …, Tm}. 

We need to schedule tasks to these VMs, taking into 

consideration the capacity of each VM in terms of its 

available memory and execution speed i.e. Million 

Instructions per Second (MIPS). The parameters on which 

we can judge the scheduling algorithm are 

response/turnaround time and cost. Let’s study a few load 

balancing algorithms: 

Round-Robin.  VMs are allotted tasks in a round-robin 

manner i.e. task1 to VM1, task2 to VM2, and so on.  

First-Come-First-Serve. Load Balancer maintains a queue of 

the tasks as they arrive at the data center, and assigns them 

to a node in the order the nodes become available. 

Equally Spread Current Execution Load [16]. This 

algorithm attempts to maintain equal workload on each VM 

by allotting task to least loaded VM. 

Throttled [16]. An index table of VMs is maintained. The 

table is parsed from the top for each request and the first 

available VM is allotted. This algorithm ensures that only a 

pre-defined number of internet cloudlets (grouping of user 

requests) are allocated to a single VM at any given time. If 

more cloudlets are present than the number of available 

VM’s at a data center, some of the requests will have to be 

queued until the next VM becomes available.  

Min-Min [17]. Each job is assigned to the resource which 

can complete it the earliest in order to spend less time 

completing all jobs.  

Max-Min [17]. Similar to Min-min scheduling algorithm 

except that it gives the highest priority to the job with the 

maximum earliest completion time. 

Central Load Balancing [18]. CLBDM algorithm handles 

the problem of overloaded servers in round robin algorithm, 

by providing a central load balancer which passes the load 

to other server if the response time of a server increases. 

Opportunistic Load Balancing [19]. OLB assigns VMs to 

tasks in a random order. 

All these algorithms are static where the decision related to 

distribution of load is made at compile time when resource 

requirements are estimated. These algorithms are not 

efficient as they can easily lead to overload of VMs. 

In dynamic algorithms, the decision related to distribution of 

load is made at run-time, and the load can be shifted to 

another VM if needed.  

Weighted least connection [20]. WLC algorithm maintains a 

weighted list of VMs with the no of connections and 

forward a new connection to the server based on its weight 

and number of connections. 

Exponential Smooth Forecast based on Weighted Least 

Connection [21]. ESBWLC was presented in which 

selection of VM is based on parameters like CPU power, 

memory, performance etc. 

Load Balance Min-Min [22]. The aim of this algorithm is to 

minimize the make-span (maximum of the completion times 

of all the jobs scheduled on their respective VM). In this 

algorithm, min-min is executed and makespan is calculated. 

Then the node with highest makespan value is selected, and 

the minimum execution time job on this node is selected. 

The completion time for the selected job is calculated on all 

the VMs. Maximum completion time of the selected job is 

compared with the makespan value. If it is less, then the 

selected job is allocated to the VM. Else, the next maximum 

completion time of the job is selected and the steps are 

repeated. 

Biased Random Sampling [23]. In Biased Random 

Sampling, the network is represented in the form of a virtual 

graph. Each server is symbolized as a node in the graph, 

with each  

in-degree of the node representing the free resources of the 

server. The increment and decrement of node’s in-degree is 

performed via Biased Random Sampling. Random sampling 

can be defined as the process wherein the servers are 

randomly selected. The sampling begins at some fixed node, 

and at each step, it moves to an adjacent node, chosen 

randomly. In-degree refers to the free resources of the node. 

When a node is allocated a new job, it removes one edge to 

decrease its in-degree. Similarly, when a node completes a 

job, it will add an edge to itself to increase its in-degree.  

A few soft computing techniques like Genetic Algorithm 

[24], Ant Colony [25], Particle Swarm [26], Honey Bee 

Foraging [27] are also reported in literature. 

 

Summary 

In a cloud computing environment the aim is to fully utilize 

a host by using virtual machines. The two main tasks in 

cloud computing are VM allocation and task scheduling. 

The aim is to use minimal number of hosts, efficient load 

balancing (dynamic), low response/turnaround time, and 

low power consumption. 

 

Future Work 

In this paper, all VMs are present in a single data center. 

Hence we are not considering the factors like 

network/internet bandwidth while calculating delay in 

response time (according to distance b/w user and the data 

center). 
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