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ABSTRACT: Clustering is the unsupervised learning problem. Better Clustering improves accuracy of search results and  helps to reduce 

the retrieval time. Clustering dispersion known as entropy which is the disorderness that occur after  retrieving search result. It can be 

reduced by combining clustering algorithm with the classifier. Clustering with weighted  k-mean results in unlabelled data. This paper 

present a clustering algorithm called Minkowski Weighted K-Means. This algorithm automatically calculates feature weights for each 

cluster and uses the Minkowski metric (Lp) Unlabelled data can be labeled by using neural network and support vector machines. A neural 

network is an interconnected group of nodes, for classifying data whereas SVM is the classification function to distinguish between members 

of the two classes in the training data. For classification we use neural networks and SVM as they can recognize the patterns. The whole 

work is taken place in the Matlab.7 environment. 
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I. INTRODUCTION 

Data mining is the process of automatically finding useful 

information in large data repositories [1].The purpose of 

deploying data mining techniques is discovering important 

patterns from datasets and also provide capabilities to 

predict the outcome of a future observation such as market 

basket analysis, means that by using “Association Rules” 

learning the supermarket can determined which products are 

frequently bought together or to predict if the new customer 

will spend more than 100 $ for shopping today at the store.  

As for the Wikipedia definition, data mining involves six 

common tasks: Anomaly Detection, Association rule 

learning [2], Classification, Clustering and Regression. In 

this paper we discussed mostly on clustering class.  

Clustering is the most important unsupervised-learning 

problem as every problem is of this type. The main purpose 

is finding a structure in a collection of unlabelled data. 

Totally, the clustering involves partitioning a given dataset 

into some groups of data whose members are similar in 

some way. The usability of cluster analysis has been used 

widely in data recovery. K-Means is arguably the most 

popular clustering algorithm; this is why it is of  great 

interest to tackle its shortcomings. The drawback in the 

heart of this project is that  this algorithm gives the same 

level of relevance to all the features in a dataset. This can  

have disastrous consequences when the features are taken 

from a database just because  they are available. Another 

issue of our concern is that K-Means results are highly  

dependent on the initial centroids.   To address the issue of 

unequal relevance of the features we use  a clustering 

algorithm called Minkowski Weighted K-Means [3]. This 

algorithm automatically calculates feature weights for each 

cluster and uses the Minkowski metric (Lp) Unlabelled data 

can be labeled by using neural network and support vector 

machines. 

Remaining paper is organized as: Section II shows the 

problem formulation, Section III shows the methodology 

steps, Section IV shows the proposed flowchart diagram, 
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Section V show the results and discussion, Finally Section 

VI shows the conclusion part. 

II. PROBLEM FORMULATION 

Dividing objects in meaningful groups of objects or classes 

(cluster) based on common characteristic, play an important 

role in how people analyse and describe the world [4]. For 

an example, even children can quickly label the object in a 

photograph, such as buildings, trees, people and so on.  In 

the field of understanding data we can say clusters are 

potential classes, and cluster analysis is a studying technique 

to find classes. [5] Before discussing about clustering 

technique we need to provide a necessary description as a 

background for understanding the topic. First we define 

cluster analysis and the reason behind its difficulties, and 

also explain its relationship to other techniques that group 

data. Then explain two subjects, different ways of grouping 

a set of objects into a set of clusters and cluster types. 

Web mining is the process of retrieving the data from the 

bulk amount of data present on web according to user need. 

This  is important to the overall use of data mining for 

companies and their internet/ intranet based applications and 

information  access. Usage mining is valuable not only to 

businesses using online marketing, but also to e-businesses 

whose business is  based solely on the traffic provided 

through search engines. The use of this type of web mining 

helps to gather the [6] important information from 

customers visiting the site. But in the search results, there is 

often a lot of randomness and  inaccuracy due to improper 

clustering and classification.  Clustering is the unsupervised 

learning problem. Clusters are made on the basis of similar 

characteristics or similar  features. Clustering is defined as 

the process to maximize the intercluster dissimilarity and 

minimize the intracluster dissimilarity. After [7,8] 

clustering, the classification process is performed so as to 

determine the labels for the data tuples that  were unlabelled 

(no class). But Entropy is the disorderness that occurs after 

retrieving search results. 

 

III. METHODOLOGY 

Step-1 

1. Upload the data sample 

2. Apply Weighted k Mean to get the clusters on the 

basis of weight assigned to data 

3. Classify the clusters using Neural Network. 

4. Optimize the entropy by getting support / 

confidence value. 

Step-2 

5. Upload the data sample 

6. Then apply Support Vector Machine (SVM)  

7. Repeat steps 3 and 4. 

8. Finally get a comparison between weighted K 

Mean and SVM in clustering scheme on the basis 

of entropy metric. 

All of the above steps besides step are performed in Matlab 

environment and the system developed at the end is a 

Matlab software. 

IV. PROPOSED FLOWCHART 
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V. RESULTS AND DISCUSSION 

Result simulation has been taken place in MATLAB 7.10 

environment. Entropy parameter has been taken to evaluate 

the performance. It is very important theory in the case of 

information theory (IT), which can be used to reflect the 

uncertainty of systems. From Shannon’s theory, that 

information is the eliminating or reducing of people 

understanding the uncertainty of things. He calls the degree 

of uncertainty as entropy [9,10]. 

As an effective measure of uncertainty, the entropy, 

proposed by Shannon, has been a useful mechanism for 

characterizing the information content in various modes and 

applications in many diverse fields. In order to measure the 

uncertainty in rough sets, many researchers have applied the 

entropy to rough sets, and proposed different entropy 

models in rough sets. Rough entropy is an extend entropy to 

measure the uncertainty in rough sets 

Table.1 Entropy Values 

classifier parameter Value 

W K Mean + 

NN 

entropy .23-.50 

SVM + NN entropy .45-.70 

 

 

Figure 1 Comparison Figure of results 

VI. CONCLUSION AND FUTURE SCOPE 

In this work, we have presented weighted k mean clustering 

algorithm as it is suitable for high dimensional data and also 

outlier detection occur efficiently. In order to label the 

unlabelled data, we have presented classification by neural 

networks because neural can be effectively used for noisy 

data and it can also work on untrained data [11]. Using this 

hybrid technique, entropy of the retrieved data can be 

reduced and also retrieval time, accuracy can be greatly 

enhanced. 
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