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Abstract: A finite element method involving collocation method with sextic B-splines as basis functions has been developed to solve 

seventh order boundary value problems. The seventh and six order derivatives for the dependent variable is approximated by the central 

differences. The basis functions are redefined into a new set of basis functions which in number match with the number of col located 

points selected in the space variable domain. The proposed method is tested on three linear and two non-linear boundary value problems. 

The solution to a nonlinear problem has been obtained as the limit of a sequence of solutions of linear problems generated by  the 

quasilinearization technique. Numerical results obtained by the present method are in good agreement with the exact solutions available 

in the literature. 
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1. Introduction 

In this paper, we consider a general seventh order boundary 

value problem 
(7) (6) (5) (4)
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where 
30 1 2 1 20, , , , ,,A C CAA CA   are finite real constants and 

0 1 2 3 4 5 6 7( ), ( ), ( ), ( ), ( ), ( ), ( ), ( )a x a x a x a x a x a x a x a x  and 

b(x) are all continuous functions defined on the interval 

[ , ].c d  

 

The seventh order boundary value problems generally arise in 

modelling induction motors with two rotor circuits. The 

induction motor behavior is represented by a fifth order 

differential equation model. This model contains two stator 

state variables, two rotor state variables and one shaft speed. 

Normally, two more variables must be added to account for 

the effects of a second rotor circuit representing deep bars, a 

starting cage or rotor distributed parameters. To avoid the 

computational burden of additional state variables when 

additional rotor circuits are required, model is often limited to 

the fifth order and rotor impedance is algebraically altered as 

function of rotor speed. This is done under the assumption 

that the frequency of rotor currents depends on rotor speed. 

This approach is efficient for the steady state response with 

sinusoidal voltage, but it does not hold up during the transient 

conditions, when rotor frequency is not a single value. The 

behavior of such models is shown as seventh order boundary 

value problems [1]. The existence and uniqueness of the 

solution for these types of problems have been discussed in 

Agarwal [2]. Finding the analytical solutions of such type of 

boundary value problems in general is not possible. Over the 

years, many researchers have worked on seventh order 

boundary value problems by using different methods for 

numerical solutions. Siddiqi et al. [3] developed the solution 

of special type of seventh order boundary value problems by 

using differential transformation method. Siddiqi et al. [4] 

presented the variational iteration principle to solve a special 

case of seventh order boundary value problems after 

transforming the given differential equation into a system of 

integral equations. Siddiqi and Iftikhar [5] presented the 

variational iteration technique for the solution of seventh 

order boundary value problems by using He’s polynomials. 

Siddiqi and Iftikhar [6] discussed Adomian decomposition 

method to solve the seventh order boundary value problems. 

Siddiqi and Iftikhar [7] discussed the numerical solution of 

higher order boundary value problems by using homotopy 

analysis method. Siddiqi and Iftikhar [8] dealt with variation 

of parameters method to solve a special case of seventh order 

boundary value problems. Siddiqi and Iftikhar [9] presented 

variational iteration homotopy perturbation method to solve 

the seventh order boundary value problems, where the 

variational iteration homotopy perturbation method is 

formulated by coupling of variational iteration method and 

homotopy perturbationmethod. Mustafa and Ali [10], Ghazala 

and Rehman [11] got the solution of a special case of seventh 

order boundary value problems by using reproducing kernel 

Hilbert space method and reproducing kernel method 

respectively. So far, seventh order boundary value problems 

have not been solved by using collocation method with sextic 

B-splines as basis functions. 

 

In this paper, we try to present a simple finite element method 

which involves collocation approach with sextic B-splines as 

basis functions to solve the seventh order boundary value 
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problem of the type (1)-(2). This paper is organized as follows. 

In section 2 of this paper, the justification for using the 

collocation method has been mentioned. In section 3, the 

definition of sextic  B-splines has been described. In section 4, 

description of the collocation method with sextic B-splines as 

basis functions has been presented and in section 5, solution 

procedure to find the nodal parameters is presented. In section 

6, numerical examples of both linear and non-linear boundary 

value problems are presented. The solution to a nonlinear 

problem has been obtained as the limit of a sequence of 

solution of linear problems generated by the quasilinearization 

technique [12]. Finally, the last section is dealt with 

conclusions of the paper. 

2. Justification for using Collocation method 

In finite element method (FEM) the approximate solution can 

be written as a linear combination of basis functions which 

constitute a basis for the approximation space under 

consideration. FEM involves variational methods like Ritzs 

approach, Galerkins approach, least squares method and 

collocation method etc. The collocation method seeks an 

approximate solution by requiring the residual of the 

di_erential equation to be identically zero at N selected points 

in the given space variable domain where N is the number of 

basis functions in the basis [13]. That means, to get an 

accurate solution by the collocation method one needs a set of 

basis functions which in number match with the number of 

collocation points selected in the given space variable domain. 

Further, the collocation method is the easiest to implement 

among the variational methods of FEM. When a differential 

equation is approximated by mth order B-splines, it yields 

 (m + 1)th   order accurate results [14]. Hence this motivated us 

to solve a seventhorder boundary value problem of type (1)-(2) 

by collocation method with sextic B-splines as basis functions. 

 

3. Definition of sextic B-spline  
 

The sextic B-splines are defined in [14]-[16]. The existence of 

sextic spline interpolate s(x) to a function in a closed interval 

[c, d] for spaced knots (need not be evenly spaced) of a 

partition c = x0 < x1 <…< xn-1 < xn= d     is established by 

constructing it. The construction of s(x) is done with the help 

of the sextic  B-splines. Introduce twelve additional knots x-6, 

x-5, x-4, x-3, x-2, x-1, xn+1, xn+2, xn+3, xn+4, xn+5 and xn+6 in such a 

way that  

x-6<x-5<x-4<x-3<x-2<x-1<x0   and   xn<xn+1<xn+2<xn+3<xn+4< 

xn+5< xn+6. 

Now the sextic  B-splines sxBi )'(  are defined by 
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where {B-3(x), B-2(x), B-1(x), B0(x), B1(x),…,Bn(x), Bn+1(x), 

Bn+2(x)} forms a basis for the space 6 ( )s   of sextic 

polynomial splines. Schoenberg [16] has proved that sextic B-

splines are the unique nonzero splines of smallest compact 

support with the knots at            

 x-6<x-5<x-4<x-3<x-2<x-1<x0<x1<…<xn-1<xn<xn+1<xn+2<xn+3 

<xn+4< xn+5< xn+6.     

4. Description of the method 

 
To solve the boundary value problem (1) subject to boundary 

conditions (2) by the collocation method with sextic B-splines 

as basis functions, we define the approximation for ( )y x  as 

2

3

( ) ( )
n

j j

j

y x B x




                                                             

(3) 

Where 'j s  are the nodal parameters to be determined and 

( ) 'jB x s are sextic B-spline basis functions.  In the present 

method, the mesh points 
11 2 1, ,...., ,n nx x x x 

 are selected as the 

collocation points. In collocation method, the number of basis 

functions in the approximation should match with the number 

of collocation points [13].  Here the number of basis functions 

in the approximation (3) is n+6, where as the number of 

selected collocation points is n-1. So, there is a need to 

redefine the basis functions into a new set of basis functions 

which in number match with the number of selected 

collocation points. The procedure for redefining the basis 

functions is as follows: 

 

Using the definition of sextic B-splines, the Dirichlet, 

Neumann, second order derivatives boundary conditions and 

third order derivative boundary condition of (2), we get the 

approximate solution at the boundary points as 
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Eliminating  2 13 1 0, , ,, ,n n         and  2n   from 

the equations (3) to (10), we get the approximation for y(x) as  
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Now the new basis functions for the approximation y(x) are 

{Sj(x), j=1, 2,…, n-1} and they are in number match with the 

number of selected collocated points. Since the approximation 

for y(x) in (11) is a sextic approximation, let us approximate 

y(6) and y(7) at the selected collocation points with central 

differences as 
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Now applying the collocation method to (1), we get 
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                                                     for i=1, 2,…, n-1.             
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 Rearranging the terms and writing the system of equations 

(17) in matrix form, we get                              

 A B                                                                              
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                             for  i= 1, 2, …., n-1;  j=1, 2,…, n-1.        

(19)                                                                                                                                                               
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                                            for  i= 1, 2, …, n-1.                   

(20)   

and  
1 2 1[ , , , ] .T

n       

 

5. Solution procedure to find the nodal  parameters 

 

The basis function ( )iS x  is defined only in the interval 

3 4[ ,  ]i ix x   and outside of this interval it is zero. Also at the 

end points of the interval 3 4[ ,  ]i ix x     the basis function 

( )iS x  vanishes. Therefore, ( )iS x   is having non-vanishing 

values at the mesh points 2 1 1 2 3,  ,  , , , i i i i i ix x x x x x       and 

zero at the other mesh points. The first five derivatives of 

( )iS x  also have the same nature at the mesh points as in the 

case of ( )iS x . Using these facts, we can say that the Thus the 

stiff matrix A  is a eight diagonal band matrix. Therefore, the 

system of equations (18) is a eight band system in 'i s . The 

nodal parameters 'i s  can be obtained by using band matrix 

solution package. We have used the FORTRAN-90 

programming to solve the boundary value problem (1)-(2) by 

the proposed method 

 

6. Numerical results 

 

To demonstrate the applicability of the proposed method for 

solving the seventh order boundary value problems of the type 

(1) and (2), we considered two linear and two nonlinear 

boundary value problems. The obtained numerical results for 

each problem are presented in tabular forms and compared 

with the exact solutions available in the literature. 

Example 1: Consider the linear boundary value problem 
(7) 2(35 12 12 ) , 0 1xy y x x e x                     

(21) 

subject to  

(0) 0, (1) 0, (0) 1, (1) ,

(0) 0, (1) 4 , (0) 3.

y y y y e

y y e y

     

      
 

The exact solution for the above problem is  (1 ) .xy x x e   

The proposed method is tested on this problem where the   

domain [0, 1] is divided into 10 equal subintervals. The 

obtained numerical results for this problem are given in Table 

1. The maximum absolute error obtained by the proposed 

method is 
68.821487 10 .  

 

Table 1: Numerical results for Example 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

Example 2: Consider the linear boundary value problem 
(7) 2( 2 6) , 0 1xy xy x x e x                             

(22) 

subject to  

(0) 1, (1) 0, (0) 0, (1) ,

(0) 1, (1) 2 , (0) 2.

y y y y e

y y e y

     

       
 

The exact solution for the above problem is ( 1).xy e x   

The proposed method is tested on this problem where the   

domain [0, 1] is divided into 10 equal subintervals.  The 

obtained numerical results for this problem are given in Table 

2. The maximum absolute error obtained by the proposed 

method is 
67.927418 10 .  

 

      Table 2: Numerical results for Example 2 

 

 

 

 

 

 

 

 

 

 

Example 3: Consider the linear boundary value problem 
(7) (1 ) (2 ) , 0 1xy cosx y x y cosx x e x            (23) 

subject to  

(0) 1, (1) , (0) 1, (1) , (0) 1, (0) .y y e y y e y y e          

The exact solution for the above problem is .xy e  

The proposed method is tested on this problem where the   

domain [0, 1] is divided into 10 equal subintervals.  The 

obtained numerical results for this problem are given in Table 

3. The maximum absolute error obtained by the proposed 

                                                

x 

Absolute error by 

 the  proposed method 

 

 

 

0.1 3.054738E-07 

0.2 5.811453E-07 

0.3 2.592802E-06 

0.4 8.940697E-07 

0.5 3.218651E-06 

0.6 1.877546E-06 

0.7 2.950430E-06 

0.8 5.155802E-06 

0.9 8.821487E-06 

                                                

x 

Absolute error by 

 the  proposed method 

 

 

 

0.1 8.940697E-07 

0.2 2.145767E-06 

0.3 1.847744E-06 

0.4 2.622604E-06 

0.5 7.927418E-06 

0.6 1.788139E-07 

0.7 2.622604E-06 

0.8 4.947186E-06 

0.9 7.659197E-06 
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method is 
53.743172 10 .  

                

            Table 3: Numerical results for Example 3 

 

 

 

 

 

 

 

 

 

 

 

 

Example 4: Consider the nonlinear boundary value problem 

  
(7) 2 2(2 ( 8) 3 ), 0 1x xy yy e e x x x x                (24)          

subject to  
1

1

(0) 1, (1) 0, (0) 2, (1) ,

(0) 3, (1) 2 , (0) 4.

y y y y e

y y e y





      

     
 

The exact solution for the above problem is (1 ) .xy x e   

The nonlinear boundary value problem (24) is converted into a 

sequence of linear boundary value problems generated by 

quasilinearization technique [12] as 
(7)

( 1) ( ) ( 1) ( ) ( 1)

2 2

( ) ( )(2 ( 8) 3 ) , 0,1,2,...

n n n n n

x x

n n

y y y y y

e e x x x y y n

  



  

      
(25) 

Subject to  
1

( 1) ( 1) ( 1) ( 1)

1

( 1) ( 1) ( 1)

(0) 1, (1) 0, (0) 2, (1) ,

(0) 3, (1) 2 , (0) 4.

n n n n

n n n

y y y y e

y y e y

 



   



  

     

     
 

Here ( 1)ny   is the ( 1)thn  approximation for ( ).y x  The 

domain [0, 1] is divided into 10 equal subintervals and the 

proposed method is applied to the sequence of linear problems 

(25). The obtained numerical results for this problem are 

presented in Table 4. The maximum absolute error obtained 

by the proposed method is 1.108646x10-5.                           

 

Table 4: Numerical results for Example 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Example 5: Consider the nonlinear boundary value problem 
(7) 2 3 , 0 1x x xy e y e e x                                   

(26)          

subject to  

1 1
(0) 1, (1) , (0) 1, (1) ,

1
(0) 1, (1) , (1) 1.

y y y y
e e

y y y
e

      

     

 

The exact solution for the above problem is .xy e  

The nonlinear boundary value problem (29) is converted into a 

sequence of linear boundary value problems generated by 

quasilinearization technique [12] as 
(7) 2

( 1) ( ) ( 1) ( )

3

2

, 0,1,2,...

x x

n n n n

x x

y e y y e y

e e n

 

 

 

 

  
                                      

(27) 

subject to   

( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1)

1 1
(0) 1, (1) , (0) 1, (1) ,

1
(0) 1, (1) , (0) 1.

n n n n

n n n

y y y y
e e

y y y
e

    

  

     

     

 

Here ( 1)ny   is the ( 1)thn  approximation for ( ).y x  The 

domain [0, 1] is divided into 10 equal subintervals and the 

proposed method is applied to the sequence of linear problems 

(27). The obtained numerical results for this problem are 

presented in Table 5. The maximum absolute error obtained 

by the proposed method is 1.144409x10-5.                           

 

Table 5: Numerical results for Example 5 

                                                

x 

Absolute error by 

 the  proposed method 

 

 

 

0.1 1.549721E-06 

0.2 8.344650E-07 

0.3 1.204014E-05 

0.4 2.264977E-06 

0.5 2.717972E-05 

0.6 1.335144E-05 

0.7 3.361702E-05 

0.8 2.336502E-05 

0.9 3.743172E-05 

                                                

x 

Absolute error by 

 the  proposed method 

 

 

 

0.1 5.960464E-08 

0.2 3.039837E-06 

0.3 4.708767E-06 

0.4 8.851290E-06 

0.5 1.108646E-05 

0.6 8.225441E-06 

0.7 4.798174E-06 

0.8 1.586974E-06 

0.9 3.725290E-07 



DOI: 10.18535/ijecs/v5i8.47 

 

S.M. Reddy, IJECS Volume 05 Issue 08 August 2016 Page No.17690-17695 Page 17695 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7. Conclusions 

In this paper, we have developed a collocation method with 

sextic B-splines as basis functions to solve seventh order 

boundary value problems. Here we have taken mesh points 

11 2 1, ,...., ,n nx x x x   as the collocation points. The sextic B-

spline basis set has been redefined into a new set of basis 

functions which in number match with the number of selected 

collocation points. The proposed method is applied to solve 

several number of linear and non-linear problems to test the 

efficiency of the method. The numerical results obtained by 

the proposed method are in good agreement with the exact 

solutions available in the literature. The objective of this paper 

is to present a simple method to solve a seventh order 

boundary value problem and its easiness for implementation 
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x 

Absolute error by 

 the  proposed method 

 

 

 

0.1 4.172325E-07 

0.2 1.192093E-07 

0.3 6.675720E-06 

0.4 8.106232E-06 

0.5 6.020069E-06 

0.6 1.144409E-05 

0.7 7.182360E-06 

0.8 4.172325E-06 

0.9 1.758337E-06 
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