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Abstract: Cloud computing is a type of computing that relies on sharing computing resources rather than having local servers or 

personal devices to handle applications. The goal of cloud computing is to apply traditional supercomputing, or high-performance 

computing power, normally used by military and research facilities, to perform tens of trillions of computations per second, in consumer-

oriented applications such as financial portfolios, to deliver personalized information, to provide data storage or to power large, immersive 

computer games. To prevent data loss of client an object centered data approach has been proposed. We leverage the JAR programmable 

capabilities to both create a dynamic and traveling object, and to ensure that any access to users’ data will trigger authentication and 

automated logging local to the JARs. To strengthen user’s control, we also provide distributed auditing mechanisms. Cloud Information 

Accountability (CIA) framework, based on the notion of information accountability.  
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1. INTRODUCTION 
 

 Cloud Computing is the result of evolution and 

adoption of existing technologies and paradigms. The goal 

of cloud computing is to allow users to take benefit from all 

of these technologies, without the need for deep knowledge 

about or expertise with each one of them. The cloud aims to 

cut costs, and help the users focus on their core business 

instead of being impeded by IT obstacles.  

 The main enabling technology for cloud computing 

is virtualization. Virtualization generalizes the physical 

infrastructure, which is the most rigid component, and 

makes it available as a soft component that is easy to use 

and manage. By doing so, virtualization provides the agility 

required to speed up IT operations, and reduces cost by 

increasing infrastructure utilization. On the other hand, 

autonomic computing automates the process through which 

the user can provision resources on-demand. By minimizing 

user involvement, automation speeds up the process and 

reduces the possibility of human errors.  

Users face difficult business problems every day. Cloud 

computing adopts concepts from Service-oriented 

Architecture (SOA) that can help the user break these 

problems into services that can be integrated to provide a 

solution. Cloud computing provides all of its resources as 

services, and makes use of the well-established standards 

and best practices gained in the domain of SOA to allow 

global and easy access to cloud services in a standardized 

way. 

Cloud computing also leverages concepts from utility 

computing in order to provide metrics for the services used. 

Such metrics are at the core of the public cloud pay-per-use 

models. In addition, measured services are an essential part 

of the feedback loops in autonomic computing, allowing 
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services to scale on-demand and to perform automatic 

failure recovery. 

Cloud computing is a kind of grid computing; it has evolved 

by addressing the QoS (quality of service) 

and reliability problems. Cloud computing provides the 

tools and technologies to build data/compute intensive 

parallel applications with much more affordable prices 

compared to traditional parallel computing techniques.  

Cloud computing shares characteristics with: 

 Client–server model — Client–server 

computing refers broadly to any distributed 

application that distinguishes between service providers 

(servers) and service requestors (clients).  

 Grid computing — "A form 

of distributed and parallel computing, whereby a 'super 

and virtual computer' is composed of a cluster of 

networked, loosely coupled computers acting in concert 

to perform very large tasks." 

 Mainframe computer — Powerful computers used 

mainly by large organizations for critical applications, 

typically bulk data processing such as: census; industry 

and consumer statistics; police and secret intelligence 

services; enterprise resource planning; and 

financial transaction processing.  

 Utility computing — The "packaging of computing 

resources, such as computation and storage, as a 

metered service similar to a traditional public utility, 

such as electricity."  

 Peer-to-peer — A distributed architecture without 

the need for central coordination. Participants are both 

suppliers and consumers of resources (in contrast to the 

traditional client–server model). 

 Cloud gaming — Also known as on-demand 

gaming, is a way of delivering games to computers. 

Gaming data is stored in the provider's server, so that 

gaming is independent of client computers used to play 

the game. One such current example would be a service 

by Online which allows users a certain space to save 

game data, and load games within the online server. 

 

 

2. RELATED WORK 

 
2.1 Security and Privacy 

 

2.1.1. Identity management  

Every enterprise will have its own identity management 

system to control access to information and computing 

resources. Cloud providers either integrate the customer’s 

identity management system into their own infrastructure, 

using  federation  or  SSO technology, or provide an identity 

management solution of their own. 

 

2.1.2. Physical and personnel security  

Providers ensure that physical machines are adequately 

secure and that access to these machines as well as all 

relevant customer data is not only restricted but that access 

is documented. 

 

2.1.3. Availability  

Cloud providers assure customers that they will have regular 

and predictable access to their data and applications. 

 

2.1.4. Application security  

Cloud providers ensure that applications available as a 

service via the cloud are secure by implementing testing and 

acceptance procedures for outsourced or packaged 

application code. It also requires application 

security measures be in place in the production environment. 

 

2.1.5. Privacy  

Finally, providers ensure that all critical data (credit card 

numbers, for example) are masked and that only authorized 

users have access to data in its entirety. Moreover, digital 

identities and credentials must be protected as should any 

data that the provider collects or produces about customer 

activity in the cloud. 

 

2.1.6. Legal issues  

In addition, providers and customers must consider legal 

issues, such as Contracts and E-Discovery, and the related 

laws, which may vary by country. 

 Researchers have investigated accountability 

mostly as a provable property through cryptographic 

mechanisms, particularly in the context of electronic 

commerce. Are preventative work in this area is given by. 

The authors propose the usage of policies attached to the 

data and present logic for accountability data in distributed 

settings. Similarly, Jagadeesan et al. recently proposed logic 

for designing accountability-based distributed systems.  

 In Crispo and Ruffo proposed an interesting 

approach related to accountability in case of delegation. 

Delegation is complementary to our work, in that we do not 

aim at controlling the information workflow in the clouds. 

In a summary, all these works stay at a theoretical level and 

do not include any algorithm for tasks like mandatory 

logging. 

 
 

3. PROBLEM STATEMENT 
 

We aim to develop novel logging and auditing techniques 

which satisfy the following requirements: 

 

1. The logging should be decentralized in order to adapt to 

the dynamic nature of the cloud. More specifically, log files 

should be tightly bounded with the corresponding data being 

controlled, and require minimal infrastructural support from 

any server. 
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2. Every access to the user’s data should be correctly and 

automatically logged. This requires integrated techniques to 

authenticate the entity who accesses the data, verify, and 

record the actual operations on the data as well as the time 

that the data have been accessed. 

 

3. Log files should be reliable and tamper proof to avoid 

illegal insertion, deletion, and modification by malicious 

parties. Recovery mechanisms are also desirable to restore 

damaged log files caused by technical problems. 

 

4. Log files should be sent back to their data owners 

periodically to inform them of the current usage of their 

data. More importantly, log files should be retrievable 

anytime by their data owners when needed regardless the 

location where the files are stored. 

 

5. The proposed technique should not intrusively monitor 

data recipients’ systems, nor it should introduce heavy 

communication and computation overhead, which otherwise 

will hinder its feasibility and adoption in practice. 

 

 

4. EXISTING SYSTEM 

 
To allay users’ concerns, it is essential to provide 

an effective mechanism for users to monitor the usage of 

their data in the cloud. For example, users need to be able to 

ensure that their data are handled according to the service 

level agreements made at the time they sign on for services 

in the cloud. Conventional access control approaches 

developed for closed domains such as databases and 

operating systems, or approaches using a centralized server 

in distributed environments, are not suitable, due to the 

following features characterizing cloud environments.  

5. PROPOSED SYSTEM 

 
We propose a novel approach, namely Cloud 

Information Accountability (CIA) framework, based on the 

notion of information accountability. Unlike privacy 

protection technologies which are built on the hide-it-or-

lose-it perspective, information accountability focuses on 

keeping the data usage transparent and trackable. Our 

proposed CIA framework provides end-toend accountability 

in a highly distributed fashion. One of the main innovative 

features of the CIA framework lies in its ability of 

maintaining lightweight and powerful accountability that 

combines aspects of access control, usage control and 

authentication. By means of the CIA, data owners can track 

not only whether or not the service-level agreements are 

being honored, but also enforce access and usage control 

rules as needed. Associated with the accountability feature, 

we also develop two distinct modes for auditing: push mode 

and pull mode. The push mode refers to logs being 

periodically sent to the data owner or stakeholder while the 

pull mode refers to an alternative approach whereby the user 

(or another authorized party) can retrieve the logs as needed. 

 

Our main contributions are as follows: 

We propose a novel automatic and enforceable logging 

mechanism in the cloud.  

 Our proposed architecture is platform independent 

and highly decentralized, in that it does not require any 

dedicated authentication or storage system in place. 

 We go beyond traditional access control in that we 

provide a certain degree of usage control for the protected 

data after these are delivered to the receiver. 

 We conduct experiments on a real cloud testbed. 

The results demonstrate the efficiency, scalability, and 

granularity of our approach. We also provide a detailed 

security analysis and discuss the reliability and strength of 

our architecture. 

 

6. CONCLUSION 

 
 We proposed innovative approaches for automatically 

logging any access to the data in the cloud together with an 

auditing mechanism. Our approach allows the dataowner to not 

only audit his content but  also enforce strong back-end 

protection if needed. Moreover, one of the main features of our 

work is that it enables the data owner to audit even those copies 

of its data that were made without his knowledge. 
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