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Abstract 

The growing computing abilities of wise phones, these idle phones constitute a significant computing 

infrastructure. Therefore, to have an enterprise which gives its employees with wise phones, we reason that a 

computing infrastructure that leverages idle wise phones being billed overnight is definitely an energy-

efficient and price-effective option to running certain tasks on traditional servers. Every evening, many wise 

phones are blocked right into a source of energy for recharging battery. While parallel execution models and 

schedulers exists for servers, wise phones face a distinctive group of technical challenges because of the 

heterogeneity in CPU clock speed, variability in network bandwidth, minimizing availability than servers. 

Within this paper, we address a number of these challenges to build up CWC-a distributed computing 

infrastructure using wise phones. We next investigate whether continuous usage of the CPU affects the CPU 

efficiency. Our evaluations utilizing a test bed of 18 Android phones reveal that CWC’s scheduler yields a 

make span that's 1.6x quicker than other simpler approaches. We implement and evaluate a prototype of 

CWC that utilizes a manuscript scheduling formula to reduce the make length of some computing tasks. 

Keywords: Distributed systems, mobile computing, smart phone based, and CWC scheduler. 

Introduction: 

Because of recent advancements in embedded 

processor design, Smartphone CPUs are now able 

to contend with desktop CPUs for raw 

computational power. More to the point, 

businesses could save energy once they offload 

certain tasks to wise phones, since Smartphone 

CPUs consume significantly less power than 

server CPUs. Actually, we already have plans for 

ARM-based data centers to harness the power 

efficiency of embedded processors. Besides its 

potential benefits, recognizing this type of 

Smartphone computing infrastructure faces 

numerous challenges [1]. We aim to articulate 

these challenges and make a framework to create 

this type of platform viable. Particularly, the 

greatest obstacles in making use of wise phones 

for computing would be the battery existence and 

bandwidth. If your Smartphone is required for 

heavy computing while in use by its owner, 

battery may drain and render the telephone 

useless. Further, delivering bulk of computing 

data towards the phone using cellular isn't 

practical since data usage is usually capped by 

service providers. We thus picture using wise 

phones when they're being billed during the night, 

when active use by telephone proprietors isn't 

likely. Furthermore, the phones is going to be 

stationary and can likely connect with Wi-Fi in 

owners’ homes this can reduce bandwidth 

fluctuations and permit the change in computing 

data to/in the phone free of charge. We name our 

framework CWC, which means computing while 

charging. CWC utilizes a single server attached to 
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the Internet, for scheduling jobs around the wise 

phones and collecting the outputs in the 

computations. The scheduling calculations around 

the server are lightweight, and therefore, a 

rudimentary inexpensive PC will suffice. 

Background Work: 

As an inheritance and emergence of cloud 

computing and mobile computing, mobile cloud 

computing has been devised as a new phrase since 

from a simple perspective, mobile cloud 

computing can be thought of as infrastructure 

where data and processing could happen outside 

of the mobile device, enabling new types of 

applications such as context-aware mobile social 

networks. Mobile cloud applications are not 

restricted to powerful smartphones, but to a broad 

range of less advanced mobile phones and, 

therefore, to a broader subscriber audience. MCC 

can be simply divided into mobile computing and 

cloud computing. The mobile devices can be 

laptops, PDA, smartphones and so on, which 

connect with a base station or a hotspot by a radio 

link such as 3G, Wi-Fi or GPRS. Although the 

client is changed from PCs or fixed machines to 

mobile devices, the main concept is still cloud 

computing. Mobile users send service requests to 

the cloud through a web browser or desktop 

application. The management component of cloud 

then allocates resources to the request to establish 

connection, while the monitoring and calculating 

functions of mobile cloud computing are 

implemented to ensure the QoS until the 

connection is completed. 

 

A. Essential characteristics: 

 

On-demand self service: A consumer can 

unilaterally provision computing capabilities, such 

as server time and network storage, as needed 

automatically without requiring human interaction 

with each service provider. 

Broad network access: Capabilities are available 

over the network and accessed through standard 

mechanisms that promote use by heterogeneous 

thin or thick client platforms like mobile phones, 

laptops, PDAs etc. 

Resource pooling: The provider’s computing 

resources are pooled to serve multiple consumers 

using a multi-tenant model, with different physical 

and virtual resources dynamically assigned and 

reassigned according to consumer demand. The 

customer does not have control or knowledge over 

the exact location of the provided resources. 

Examples of resources include storage, 

processing, memory, network bandwidth and 

virtual machines. 

Rapid elasticity: Capabilities can be rapidly and 

elastically provisioned, in some cases 

automatically, to quickly scale out and rapidly 

released to quickly scale in. 

Measured Service: Cloud systems automatically 

control and optimize resource use by leveraging a 

metering capability at some level of abstraction 

appropriate to the type of service (e.g. storage, 

processing, bandwidth and active user accounts). 

 

B. Service Models: 

Software as a Service (SaaS): The capability 

provided to the consumer is to use the provider’s 

applications running on a cloud infrastructure. The 

applications are accessible from various client 

devices through a thin client interface such as a 

web browser (e.g., web-based email). The 

consumer does not manage or control the 

underlying cloud infrastructure with the possible 

exception of limited user-specific application 

configuration settings. 

Platform as a Service (PaaS): The capability 

provided to the consumer is to deploy onto the 

cloud infrastructure consumer created or acquired 

applications created using programming languages 

and tools supported by the provider. The 

consumer does not manage or control the 

underlying cloud infrastructure including network, 

servers, operating systems, or storage, but has 

control over the deployed applications and 

possibly application hosting environment 

configurations. 

Infrastructure as a Service (IaaS): The 

capability provided to the consumer is to 

provision processing, storage, networks, and other 

fundamental computing resources where the 

consumer is able to deploy and run arbitrary 

software, which can include operating systems 

and applications. The consumer does not manage 

or control the underlying cloud infrastructure but 

has control over operating systems, storage, 

deployed applications, and possibly limited 

control of select networking components (e.g. host 

firewalls). 

 

C. Deployment Models: 

 



DOI: 10.18535/ijecs/v6i1.26 
 

Rakesh Podaralla, IJECS Volume 6 Issue 1 Jan., 2017 Page No.19987-19993 Page 19989 

Private Cloud: The cloud infrastructure is 

operated solely for an organization. It may be 

managed by the organization or a third party and 

may exist on premise or off premise. 

Community Cloud: The cloud infrastructure is 

shared by several organizations and supports a 

specific community that has shared concerns (e.g., 

mission, security requirements, policy, and 

compliance considerations). It may be managed 

by the organizations or a third party and may exist 

on premise or off premise. 

Public Cloud: The cloud infrastructure is made 

available to the general public or a large industry 

group and is owned by an organization selling 

cloud services. 

Hybrid Cloud: The cloud infrastructure is a 

composition of two or more clouds (private, 

community, or public) that remain unique entities 

but are bound together by standardized or 

proprietary technology that enables data and 

application portability (e.g., cloud bursting for 

load-balancing between clouds). 

 

Previous Study: 

The machine that's nearest in spirit to CWC is 

CANDIS, in which the authors suggested using 

worker wise phones for performing enterprise 

programs. Basically we picture similar programs 

and system implementation in CWC, we offer a 

classy formula that minimizes the make span 

according to both CPU abilities and bandwidths of 

wise phones, which is not clearly addressed in 

CANDIS. Systems for example SETI and Seattle3 

derive from customers who under your own 

accord lead idle time on their own computer 

systems for scientific computations [4]. Lately, 

BOINC4 continues to be ported to Android, 

permitting wise phones also to lead towards the 

computation. Another system that resembles 

CWC when it comes to leveraging user-possessed 

idle machines is Condor. Clearly, our vision for 

performing enterprise-grade tasks using wise 

phones differs from the prospective programs 

motivated during these plans. When they differ 

when it comes to target programs, there are 

several studies within this domain that clearly take 

into account wireless bandwidth when scheduling 

tasks, which has similarities to CWC. However, 

the suggested calculations during these studies 

don't directly affect CWC since we don't leverage 

local communication across products. Recent 

reports for example advocate the collective 

utilization of the sensing, storage, and processing 

abilities of wise phones. With participatory 

sensing, customers collect and evaluate sensor 

blood pressure measurements from wise phones. 

Several prior researches have observed that 

phones are idle and therefore are being billed for 

significant amounts of time every single day. 

ARCHITECTURE: 

 

Fig: Mobile Computing Architecture 

The mobile devices are connected to the mobile 

networks through base stations that establish and 

control the connections (air interface) and 

functional interfaces between the networks and 

mobile devices. Mobile users’ request and 

information are transmitted to the central 

processors that are connected to the servers 

providing mobile network services. Here, services 

like AAA (Authentication, Authorization and 

Accounting) can be provided to the users based on 
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Home Agent (HA) and subscribers’ data stored in 

databases. The subscribers’ requests are then 

delivered to a cloud through the Internet. Cloud 

controllers present in the Cloud, process the 

requests to provide the mobile users with the 

corresponding cloud services. These services are 

developed based on the concepts of utility 

computing, virtualization and service-oriented 

architecture. The details of cloud computing will 

be different in different contexts. The major 

function of a cloud computing system is storing 

data on the cloud and using technology on the 

client to access that data. Some authors mentioned 

that Cloud Computing is not entirely a new 

concept. Cloud Computing has manifested itself 

as a descendent of several other computing areas 

such as Service-oriented Architecture, grid and 

distributed computing, and virtualization and 

inherits their advancements and limitations. They 

introduced Cloud Computing as a new paradigm 

in the sense that it presented a superior advantage 

over the existing under-utilized resources at the 

data centres. Several business models rapidly 

evolved to harness this technology by providing 

software applications, programming platforms, 

data-storage, computing infrastructure and 

hardware as services. Mobile and Cloud as a type 

of parallel and distributed system consisting of a 

collection of interconnected and virtualized 

computers that offer computing resources from 

service providers to customers meeting their 

agreed SLA (Service Level Agreement). 

Proposed Work: 

An activity is really a program that performs a 

computation with an input file, for example 

counting the amount of occurrences of the word 

inside a text file. Much like Map-Reduce, a main 

server partitions a sizable input file into smaller 

sized pieces, transmits the partitions towards the 

wise phones. After finding the executable and also 

the corresponding input, the phones execute the 

job in parallel and return their leads to the central 

server when completed. The server realistically 

aggregates the came back results, with respect to 

the task. We call such tasks breakable tasks, in 

which a task doesn't exhibit dependencies across 

partitions of their input and therefore, could be 

damaged into a random quantity of pieces. As the 

above model holds for parallel tasks generally, 

some tasks can't be damaged into smaller sized 

pieces. We call such tasks atomic tasks this type 

of task are only able to be performed on one 

phone because of the dependencies in the input. 

Whenever a task is scheduled on the phone, there 

are two important aspects affecting the conclusion 

time [2]. First, it requires time for you to copy the 

executable and also the input file partition to some 

phone. This is dependent around the bandwidth 

from the outcomes of the telephone and also the 

central server. Second, exactly the same task takes 

different occasions to accomplish on several 

phones. Among the key needs of CWC is the fact 

that an activity be performed without user input. 

The normal way of managing a task on wise 

phones today is running a credit card application. 

Whenever a user wants to carry out a new task on 

her behalf phone, she must install the application. 

This method requires human input for a number of 

reasons. This type of mechanism is clearly not apt 

for CWC, because the tasks should be 

dynamically scheduled on wise phones and 

therefore cannot require user input. To operate 

tasks around the phones, we leverage a mix-

platform mechanism that utilizes the Java 

Reflection API for Android. With reflection 

implemented on wise phones, CWC doesn't need 

any extra infrastructure in the central server. 

Actually, designers could use their traditional Java 

programs and also have them scheduled for 

parallel execution by CWC. Since Android can 

execute Java code, we simply require designers to 

apply their tasks in Java. While scheduling tasks 

on phones are essential, we have to note that 

they're personal products [3]. First, you should 

make sure that whenever a user selects to make 

use of her phone, CWC stops the execution from 

the last designated task to that particular phone so 

they won't negatively change up the finish-

consumer experience. The duties which are thus 
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stopped will be migrated with other phones which 

are still blocked in and never in active use. 

Second, running tasks on phones which are 

blocked in must have a small effect on the 

charging occasions from the phones’ batteries. We 

realize that huge usage of a phone’s CPU draws 

power and for that reason, in some instances, 

extends time come to fully charge a phone’s 

battery. Whenever a task is running, it draws 

power and therefore, the charging pattern may 

deviate out of this straight line profile. Our goal 

would be to minimize this deviation by 

manipulating the CPU utilization. Prior 

approaches dynamically vary the current and/or 

even the frequency from the CPU. However, 

altering current and frequency values requires root 

rights on the telephone, which isn't desirable 

because it voids the telephone warranty. Thus, our 

approach would be too periodically pause the job 

executions, and then leave the CPU idle during 

such stopped times. Next, we discuss when as 

well as for how lengthy, we pause the execution of 

the task. With all this, our approach would be to 

continuously monitor the speed where battery is 

billed, and only decrease or increase CPU 

utilization accordingly the quantity through which 

we boost the CPU utilization is known as the 

scaling factor. We have seen our approach enables 

the telephone to charge currently that's nearly as 

good as within the ideal situation the MIMD 

behavior is viewed within the zoomed area. 

Without our approach, the charging time 

increases. We next investigate whether continuous 

usage of the CPU affects the CPU efficiency. 

Smartphone CPUs may overheat because of 

lengthy periods of high utilization, which leads to 

CPU throttling through the operating-system. 

Thus with excessive heating, the CPU 

performance degrades, which boosts the task 

completion occasions. With increased strenuous 

programs for example gaming for hrs, CPU 

throttling will have a significant effect on 

performance. The concept behind our design may 

be the following. If your task is damaged lower to 

N pieces, the central server would need to 

aggregate N partial results, which may be an 

overhead in the server once the phones return their 

results. Thus, if two packing make the same 

minimum bin height, we'd prefer one with fewer 

partitions. After CWC determines the schedule, it 

starts copying the executables and also the input 

partitions to every phone. This is accomplished on 

the per-partition basis the following designated 

task towards the phone is replicated after the 

telephone finishes its last designated task. Once 

the phones inform the server in regards to a task 

completion, they report the partial results along 

with the time that it requires to in your area 

execute the designated task. 

Conclusion: 

We are balancing the load in the smart phones 

when task is executing the in the smart phones. 

Applications are using by the enterprises and 

organisation this applications are using the 

employees to work their organizations to complete 

the operations. Task is a program that performs a 

computation on an input file, such as counting the 

number of occurrences of a word in a text file. 

The combination of cloud computing, wireless 

communication infrastructure, portable computing 

devices, location-based services, mobile Web etc 

has laid the foundation for the novel computing 

model. Server maintains the task operations to 

perform such a task can only be executed on a 

single phone due to the dependencies in its input 

and maintain the results. 
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