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Abstract—A decentralized algorithm is presented that enables the different rate-adaptive receivers in different multicast sessions to 

adjust their rates to satisfy some fairness criterion. The problem of congestion control in networks, which supports both multirate 

multicast sessions and unicast sessions. A one-bit Explicit Congestion Notification (ECN) marking strategy to be used at the nodes is also 

proposed. The congestion control mechanism does not require any per-flow state information for unicast flows at the nodes. At the 

junction nodes of each multicast tree, some state information about the rates along the branches at the node may be required. This Paper 

calculates the throughput and rates of unicast and multicast packets for the given topology network receivers. The congestion control 

mechanism takes in to account the diverse user requirements when different receivers within a multicast session have different utility 

functions, but does not require the network to have any knowledge about the receiver utility functions. This paper compared the 

performance and fairness of unicast and multicast sessions. 

 
Index Terms— Congestion Control, Multicast, Explicit 

Congestion Notification (ECN), Unicast, traffic.  

I. INTRODUCTION 

N the modern Internet, there is a demand for multicast 

especially in applications where communication is required 

in a group. Multicast traffic can cause more congestion related 

damages than unicast traffic[8]. Due to the fact that a single 

multicast flows can be distributed along with a large multicast 

tree reaching throughout the entire internet. An important issue 

in the deployment of multicast is the impact of multicast traffic 

on the global Internet when there is congestion.  This paper 

considers the problem of congestion control in networks, which 

support Multirate multicast sessions. This paper presents a 

decentralized algorithm which enables the different rate 

adaptive receivers in different multicast sessions to adjust their 

rates to satisfy some fairness criterion. A one-bit Explicit 

Congestion Notification (ECN) marking strategy to be used at 

the nodes is also proposed. This mechanism is highly desirable 

if we want the network to operate at low loss. This is a marking 

scheme to implement the congestion control algorithm[1]. The 

receivers adapt their rates accordingly based on the marks 

received. The congestion control mechanism does not require 

any per flow state information for unicast flows at the nodes. 

Widespread deployment of multicast communication in the 

Internet depends critically on the existence of practical 

congestion control mechanisms that allow multicast and unicast 

traffic to share network resources fairly[5]. Most service 

providers recognize multicast as an essential service to support 

a range of emerging network applications including audio and 

video broadcasting, bulk data delivery, and 

teleconferencing[15]. Nevertheless, network operators have 

been reluctant to enable multicast delivery in their networks, 

often citing concerns about the congestion. The basic conflict 

is, it is desirable to encourage use of multicast where 

appropriate to reduce the overall bandwidth demand of 

applications that transmit high-bandwidth data to many 

receivers, but the introduction of multicast sessions into the 

network must not deteriorate the performance of existing 

unicast traffic. There is a clear need for multicast congestion 

control algorithms that are provably fair to unicast traffic if this 

concern is to be addressed. Aim in this article is to provide 

insight into the problem of multicast congestion control by 

describing a promising new approach for congestion control of 

single-rate multicast traffic.  

A. Explicit Congestion Notification (ECN) 

For networks with mechanisms for the detection of incipient 

congestion, the use   of ECN mechanisms for the notification of 

congestion to the end nodes prevents unnecessary packet drops. 

For bulk-data connections, the user is concerned only with the 

arrival time of the last packet of data, and delays of individual 

packets are of no concern. For some interactive traffic, 

however, such as telnet traffic, the user is sensitive to the delay 

of individual packets. For such low-bandwidth delay-sensitive 

TCP traffic, unnecessary packet drops and packet 

retransmissions can result in noticeable and unnecessary delays 

for the user. For some connections, these delays can be 

exacerbated by a coarse-granularity TCP timer that delays the 

source’s retransmission of the packet. A second benefit of ECN 

mechanisms is that with ECN, sources can be informed of 

congestion quickly and unambiguously, without the source 

having to wait for either a retransmit timer or three duplicate 

ACKs to infer a dropped packet. For bulk-data TCP 

connections, the delay for the retransmission of an individual 

packet is not generally an issue. For bulk-data TCP connections 

in wide-area environments, the congestion window is generally 

sufficiently large that the dropped packet is detected fairly 

promptly by the Fast Retransmit procedure. Nevertheless, for 

those cases where a dropped packet is not detected by the Fast 

Retransmit procedure, the use of ECN mechanisms can 

improve a bulk-data connection’s response to congestion. If the 

source is delayed in detecting a dropped packet, perhaps due to 

a small congestion control window and a coarse-grained TCP 

timer, the source can lie idle. This delay, when combined with 

the global synchronization, can result in substantial link idle 

time. An additional motivation for the exploration of ECN 

mechanisms in TCP/IP networks concerns the possibility of 

TCP/IP traffic traversing networks that have their own 

congestion control mechanisms (e.g., ATM networks). This use 

of ECN mechanisms to inform TCP sources of congestion 
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would be independent of the congestion control mechanisms 

within the ATM networks. The simulations in this paper show 

that the use of ECN can reduce packet delay, but they do not 

quantify the expected reduction in packet delay in a particular 

network.  

 

II. RELATED WORK 

In the paper [2], the authors have extended the 

algorithm for the computation of max-min fair rates when 

discrete bandwidth layers are available as in the case of layered 

video[10][13]. In this paper, they introduce a new notion of 

fairness, maximal fairness. They propose a polynomial 

complexity algorithm for computation of maximally fair rates 

allocated to various source destination pairs. The disadvantage 

of this paper is, Max-min fair rate vector does not exist and 

also Fairness issues become vastly different. In this paper [3], 

Optimization based rate control mechanism is based on a utility 

maximizing framework. They have been proposed for multirate 

a multicast session, which tries to solve the dual of a convex 

program formulation of the problem[11]. This requires per flow 

state information at the nodes. It is not clear how this can co-

exist with TCP-based unicast congestion control. The 

disadvantage of this paper is, it requires Per flow state 

information at the nodes and also it does not support with TCP-

based unicast congestion control. In the paper [4], It enables a 

principled approach to the important problem of fairness 

between multicast and unicast traffic. They identified a 

fundamental trade-offs between the performance expectations 

of users and the stability concerns of network operators. This 

paper provide insight into problem of multicast congestion 

control by describing a promising new approach for congestion 

control of single rate multicast traffic. Therefore this 

mechanism is not strictly fair to unicast traffic, but can be tuned 

to provide an acceptable level of such controlled unfairness. 

The disadvantage is, Unfair to unicast traffic and also Strict 

Fairness. In this paper[9], Fairness in allocating bandwidth for 

loss-tolerant real-time multicast applications. Assume that the 

traffic is encoded in several layers so that the network can 

adapt to the available bandwidth and receiver processing 

capabilities by varying the number of layers delivered. In this 

case receivers cannot subscribe to fractional layers. Therefore, 

the network can allocate only a discrete set of bandwidth to a 

receiver, whereas a continuous set of rates can be allocated 

when receivers can subscribe to fractional layers. Furthermore, 

maxmin fair rate vector may not exist in this case. Even though 

maximal fairness is a weaker notion of fairness, it has many 

intuitively appealing fairness properties. The disadvantage is, 

Max-min fair rate does not exist and also not scalable. In this 

paper [6], A framework for designing end-to-end congestion 

control schemes in a network where each user may have a 

different utility function. There exists an additive increase 

multiplicative decrease scheme using only end-to-end 

measurable losses such that a socially optimal solution can be 

reached. The potential advantages of such networks would be 

the ability to offer even real time services with little or no 

interaction from the core network, i.e., without the need for a 

centralized admission control, resource reservation or 

complicated scheduling mechanisms. The disadvantage is, Low 

–delay service and also not scalable. 

From the above papers, it considers virtual session as 

separate unicast sessions. This cannot be applying for a 

common congestion control mechanism. Unfair to the virtual 

sessions with rate less than multicast session rate. Source based 

ECN congestion is also not appropriate. 

. 

III. MATH 

A decentralized algorithm is presented that enables the 

different rate-adaptive receivers in different multicast sessions 

to adjust their rates to satisfy some fairness criterion. The 

algorithm used to control the congestion in the multicast 

network is the Multicast Congestion Control Algorithm. This 

algorithm gives a detailed explanation about the congestion 

control. A one-bit ECN marking strategy to be used at the 

nodes is also proposed[12]. The congestion control mechanism 

does not require any per-flow state information for unicast 

flows at the nodes. At the junction nodes of each multicast tree, 

some state information about the rates along the branches at the 

node may be required. The congestion control mechanism takes 

in to account the diverse user requirements when different 

receivers within a multicast session have different utility 

functions, but does not require the network to have any 

knowledge about the receiver utility functions.  

 

A. Congestion Control Algorithm for Multicast Networks 

A Class of congestion-control algorithm for rate adaptive 

Multirate multicast sessions, keeping in mind the heterogeneity 

of the multicast receivers. Algorithm require a packet marking 

capability by the network without keeping per-flow state 

information about the unicast sessions and requires minimal per 

flow information about the virtual sessions. An easy to 

implement one-bit ECN marking scheme to implement the 

congestion control algorithm. The receivers adapt their rates 

accordingly based on the marks received.  

If the link has a marking function that depends on the total 

flow rate through the link, then it sets the ECN bit of a packet 

to1. If the ECN bit is 1, it is left as it is. 

For packets of unicast sessions and packets of multicast 

sessions for which the node is not a junction node, it transmits 

 
Fig. 1.  A Multicast routing tree with 5 receivers and 3 intermediate 

junctions’ nodes. 

  

 
Fig. 2.  The Y network with two unicast sessions and one multicast session 

with two virtual sessions. 
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each packet along the desired path. If the node happens to be a 

junction node of a multicast tree, then it sends the marks to any 

of the receivers whose rate is same as the multicast session rate. 

For all other receivers, the junction node unmarks any packet 

that is marked, before sending any copy of the packet. This 

effectively sets the ECN bit to 0 for all but one of the receivers 

for which it retains the mark. The receiver that receives the 

ECN bit chosen at random among the receivers with rate equal 

to the multicast session rate. 

 From the marked packets received, each virtual session 

estimates the rate at which marked packets are received. 

Specifically, let tk be the instant of the kth update and let m (tk) 

be the number of marked packets received in interval (tk,tk+1). 

Then m (tk)/(tk+1-tk) gives an estimate of the rate at which 

marked packets are received.  

B. Congestion Control Algorithm for Multicast Networks 

Consider the multicast tree with hierarchical 

organization of multicast nodes as shown in the figure 3.1. The 

source is at the top of the tree and there are five receivers, the 

nodes 3,5,6,7 and 8. The nodes 1,2 and 4 where the multicast 

tree splits are referred to as junction nodes. Any junction node 

can aggregate the feedback about the updated rates before 

passing it on the parent node. 

 

For example, node 4 can calculate the maximum of the rates 

of receivers 7 and 8 and pass that to node 1. This is the rate at 

which node 1 sends data to node 4. Node 1 computes the 

maximum of the rate at which it sends data to node 4 and the 

rate at which it sends data to node 3 and forwards this 

information to the source. The source sends data to node1 with 

this rate (subscription level). Thus, every junction node 

consolidates the updates of the subscription level or the rates 

received from its children nodes, before providing a feedback 

to the parent node about the new desired rate or subscription 

level. In this implementation, every node in the network, which 

is a junction node of some multicast tree, has to keep track of 

the desired level of subscription or rates of every node it sends 

packets to[7]. However, the congestion control for the unicast 

sessions within the network can still be source-driven based on 

the feedback received from the receivers.  

 

     

IV. RESULTS WITH PACKET-LEVEL SIMULATION 

The Simulation results using a packet model for transmission 

of data. The figure 1 shows a network with topology as the Y 

network to perform packet-level simulations. The network has 

four nodes, n1, n2, n3 and n4.  Each of the nodes is connected 

by some rate and has a one-way propagation delay. 

There are three classes of users. Class 1 consists of multicast 

sessions with source at node n1 and two receivers for each of 

the multicast sessions in this class at node n3 and n4. Class 2 

has unicast sessions from node n1 to n3 and class 3 sessions is 

unicast sessions from node n1 to node n4. 

 A multicast network is comprised of nodes that replicate 

copies of each packet (depending on the rate requirement of the 

receiver) of a multicast session before sending to different 

receivers whose paths are different from that node onwards. 

These nodes are referred to as “junction nodes”. In the figure 

4.1, the node common to the link A.B and C is a junction node 

for the multicast session. Clearly, the different multicast 

receivers of a multicast flow to receive ECN marks at different 

rates. However, the replication of copies of packets of a 

multicast flow will mean that if a packet is marked, the mark 

reaches all the receivers receiving a copy of the packet. To 

overcome this difficulty, introduce an unmarking scheme at the 

junction nodes. In reality, a diecretized version of the rate-

control algorithm will be implemented, along with a minimum 

allowed rate. In this the updates of the rates of the different 

multicast sessions has to take in to account the sum of the 

marking probabilities in all the links along the path. 

 Consider a more complex network as shown in fig. 2 to 

illustrate the impact of discrete bandwidth layers being 

available. The different links are indexed and the 

corresponding capacities are given in the parenthesis next to 

the link. Simulation of this complex network is done with six 

multicast sessions and five unicast sessions. In this set of 

simulation, when the users (sources for unicast sessions and 

receivers for any multicast receiver) respond based on the ECN 

marks received have been chosen. Since the purpose of the 

simulation experiment is to demonstrate the effectiveness of the 

congestion-control algorithm when unicast and multicast 

                            P (λ)=(λl -Cl)
+
  

                                         λl 

Where λl is an estimate of the total arrival rate in a link and Cl 

can be as a marking level of the link l and we have chosen Cl 

=0.98*C in the simulation. However, the observations in the 

simulation hold good for any other marking function used by 

the links[14]. 

 The simulation results shows that the effect of throughput 

seen by each users, but they do not affect the relative fairness 

among the long flows. The simulation graphs show the 

compared results for the unicast and multicast session rates. 

From the simulation of graphs, the multicast rate and 

throughput is better than the unicast rate and throughput. The 

reason is more number of packets is received at the multicast 

receivers. In the rate calculation of receiver 1 and receiver 2, 

only the unicast rate can be different from receiver1 and 

receiver 2. The multicast rate is same for both the receivers. 

Similarly the throughput calculation for the receiver 1 and 

receiver 2, the unicast throughput is   different. The throughput 

for the multicast at receiver 1 and receiver 2 is same. So there 

is no change for the multicast rate and throughput for the both 

receivers as shown in the graphs. 

 

 

Fig. 4.  The unicast and multicast Throughput at receiver1. 
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V. HELPFUL HINTS 

A. Figures and Tables 

Because IEEE will do the final formatting of your paper, you 

do not need to position figures and tables at the top and bottom 

of each column. In fact, all figures, figure captions, and tables 

can be at the end of the paper. Large figures and tables may 

span both columns. Place figure captions below the figures; 

place table titles above the tables. If your figure has two parts, 

include the labels “(a)” and “(b)” as part of the artwork. Please 

verify that the figures and tables you mention in the text 

actually exist. Please do not include captions as part of the 

figures. Do not put captions in “text boxes” linked to the 

figures. Do not put borders around the outside of your 

figures. Use the abbreviation “Fig.” even at the beginning of a 

sentence. Do not abbreviate “Table.” Tables are numbered with 

Roman numerals.  

Color printing of figures is available, but is billed to the 

authors (approximately $1300, depending on the number of 

figures and number of pages containing color). Include a note 

with your final paper indicating that you request color printing. 

Do not use color unless it is necessary for the proper 

interpretation of your figures. If you want reprints of your 

color article, the reprint order should be submitted promptly. 

There is an additional charge of $81 per 100 for color reprints. 

Multipliers can be especially confusing. Write 

“Magnetization (kA/m)” or “Magnetization (10
3
 A/m).” Do not 

write “Magnetization (A/m)  1000” because the reader would 

not know whether the top axis label in Fig. 1 meant 16000 A/m 

or 0.016 A/m. Figure labels should be legible, approximately 8 

to 12 point type. 

B. References 

Number citations consecutively in square brackets [1]. The 

sentence punctuation follows the brackets [2]. Multiple 

references [2], [3] are each numbered with separate brackets 

[1]–[3]. When citing a section in a book, please give the 

relevant page numbers [2]. In sentences, refer simply to the 

reference number, as in [3]. Do not use “Ref. [3]” or “reference 

[3]” except at the beginning of a sentence: “Reference [3] 

shows ... .” Unfortunately the IEEE document translator cannot 

handle automatic endnotes in Word; therefore, type the 

reference list at the end of the paper using the “References” 

style. 

Number footnotes separately in superscripts (Insert | 

Footnote).
1
 Place the actual footnote at the bottom of the 

column in which it is cited; do not put footnotes in the 

reference list (endnotes). Use letters for table footnotes (see 

Table I).  

Please note that the references at the end of this document 

are in the preferred referencing style. Give all authors’ names; 

do not use “et al.” unless there are six authors or more. Use a 

space after authors' initials. Papers that have not been published 

should be cited as “unpublished” [4]. Papers that have been 

submitted for publication should be cited as “submitted for 

publication” [5]. Papers that have been accepted for 

publication, but not yet specified for an issue should be cited as 

“to be published” [6]. Please give affiliations and addresses for 

private communications [7]. 

Capitalize only the first word in a paper title, except for 

proper nouns and element symbols. For papers published in 

translation journals, please give the English citation first, 

followed by the original foreign-language citation [8]. 

C. Abbreviations and Acronyms 

Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined in 

the abstract. Abbreviations such as IEEE, SI, ac, and dc do not 

have to be defined. Abbreviations that incorporate periods 

should not have spaces: write “C.N.R.S.,” not “C. N. R. S.” Do 

not use abbreviations in the title unless they are unavoidable 

(for example, “IEEE” in the title of this article). 

D. Equations 

Number equations consecutively with equation numbers in 

parentheses flush with the right margin, as in (1). First use the 

equation editor to create the equation. Then select the 

“Equation” markup style. Press the tab key and write the 

equation number in parentheses. To make your equations more 

compact, you may use the solidus ( / ), the exp function, or 

appropriate exponents. Use parentheses to avoid ambiguities in 

denominators. Punctuate equations when they are part of a 

sentence, as in 
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Be sure that the symbols in your equation have been defined 

before the equation appears or immediately following. Italicize 

symbols (T might refer to temperature, but T is the unit tesla). 

Refer to “(1),” not “Eq. (1)” or “equation (1),” except at the 

beginning of a sentence: “Equation (1) is ... .” 

E. Other Recommendations 

Use one space after periods and colons. Hyphenate complex 

modifiers: “zero-field-cooled magnetization.” Avoid dangling 

participles, such as, “Using (1), the potential was calculated.” 

[It is not clear who or what used (1).] Write instead, “The 

potential was calculated by using (1),” or “Using (1), we 

 
1It is recommended that footnotes be avoided (except for the unnumbered 

footnote with the receipt date on the first page). Instead, try to integrate the 

footnote information into the text. 

 
Fig. 3.  Complex network with 19 links. 
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calculated the potential.” 

Use a zero before decimal points: “0.25,” not “.25.” Use 

“cm
3
,” not “cc.” Indicate sample dimensions as “0.1 cm  0.2 

cm,” not “0.1  0.2 cm
2
.” The abbreviation for “seconds” is 

“s,” not “sec.” Do not mix complete spellings and 

abbreviations of units: use “Wb/m
2
” or “webers per square 

meter,” not “webers/m
2
.” When expressing a range of values, 

write “7 to 9” or “7-9,” not “7~9.” 

A parenthetical statement at the end of a sentence is 

punctuated outside of the closing parenthesis (like this). (A 

parenthetical sentence is punctuated within the parentheses.) In 

American English, periods and commas are within quotation 

marks, like “this period.” Other punctuation is “outside”! 

Avoid contractions; for example, write “do not” instead of 

“don’t.” The serial comma is preferred: “A, B, and C” instead 

of “A, B and C.” 

If you wish, you may write in the first person singular or 

plural and use the active voice (“I observed that ...” or “We 

observed that ...” instead of “It was observed that ...”). 

Remember to check spelling. If your native language is not 

English, please get a native English-speaking colleague to 

proofread your paper.  

 

VI. SOME COMMON MISTAKES 

The word “data” is plural, not singular. The subscript for the 

permeability of vacuum µ0 is zero, not a lowercase letter “o.” 

The term for residual magnetization is “remanence”; the 

adjective is “remanent”; do not write “remnance” or “remnant.” 

Use the word “micrometer” instead of “micron.” A graph 

within a graph is an “inset,” not an “insert.” The word 

“alternatively” is preferred to the word “alternately” (unless 

you really mean something that alternates). Use the word 

“whereas” instead of “while” (unless you are referring to 

simultaneous events). Do not use the word “essentially” to 

mean “approximately” or “effectively.” Do not use the word 

“issue” as a euphemism for “problem.” When compositions are 

not specified, separate chemical symbols by en-dashes; for 

example, “NiMn” indicates the intermetallic compound 

Ni0.5Mn0.5 whereas “Ni–Mn” indicates an alloy of some 

composition NixMn1-x. 

Be aware of the different meanings of the homophones 

“affect” (usually a verb) and “effect” (usually a noun), 

“complement” and “compliment,” “discreet” and “discrete,” 

“principal” (e.g., “principal investigator”) and “principle” (e.g., 

“principle of measurement”). Do not confuse “imply” and 

“infer.”  

Prefixes such as “non,” “sub,” “micro,” “multi,” and “"ultra” 

are not independent words; they should be joined to the words 

they modify, usually without a hyphen. There is no period after 

the “et” in the Latin abbreviation “et al.” (it is also italicized). 

The abbreviation “i.e.,” means “that is,” and the abbreviation 

“e.g.,” means “for example” (these abbreviations are not 

italicized). 

An excellent style manual and source of information for 

science writers is [9]. A general IEEE style guide, Information 

for Authors, is available at 

http://www.ieee.org/organizations/pubs/transactions/informatio

n.htm 

 

VII. EDITORIAL POLICY 

Submission of a manuscript is not required for participation 

in a conference. Do not submit a reworked version of a paper 

you have submitted or published elsewhere. Do not publish 

“preliminary” data or results. The submitting author is 

responsible for obtaining agreement of all coauthors and any 

consent required from sponsors before submitting a paper. 

IEEE TRANSACTIONS and JOURNALS strongly discourage 

courtesy authorship. It is the obligation of the authors to cite 

relevant prior work. 

The Transactions and Journals Department does not publish 

conference records or proceedings. The TRANSACTIONS does 

publish papers related to conferences that have been 

recommended for publication on the basis of peer review. As a 

matter of convenience and service to the technical community, 

these topical papers are collected and published in one issue of 

the TRANSACTIONS. 

At least two reviews are required for every paper submitted. 

For conference-related papers, the decision to accept or reject a 

paper is made by the conference editors and publications 

committee; the recommendations of the referees are advisory 

only. Undecipherable English is a valid reason for rejection. 

Authors of rejected papers may revise and resubmit them to the 

TRANSACTIONS as regular papers, whereupon they will be 

reviewed by two new referees. 

 

VIII. PUBLICATION PRINCIPLES 

The contents of IEEE TRANSACTIONS and JOURNALS are 

peer-reviewed and archival. The TRANSACTIONS publishes 

scholarly articles of archival value as well as tutorial 

expositions and critical reviews of classical subjects and topics 

of current interest.  

Authors should consider the following points: 

1) Technical papers submitted for publication must advance 

the state of knowledge and must cite relevant prior work.  

2) The length of a submitted paper should be commensurate 

with the importance, or appropriate to the complexity, of 

the work. For example, an obvious extension of previously 

published work might not be appropriate for publication or 

might be adequately treated in just a few pages. 

3) Authors must convince both peer reviewers and the editors 

of the scientific and technical merit of a paper; the 

standards of proof are higher when extraordinary or 

unexpected results are reported.  

4) Because replication is required for scientific progress, 

papers submitted for publication must provide sufficient 

information to allow readers to perform similar 

experiments or calculations and use the reported results. 

Although not everything need be disclosed, a paper must 

contain new, useable, and fully described information. For 

example, a specimen's chemical composition need not be 

reported if the main purpose of a paper is to introduce a 

new measurement technique. Authors should expect to be 

challenged by reviewers if the results are not supported by 

adequate data and critical details. 

5) Papers that describe ongoing work or announce the latest 

technical achievement, which are suitable for presentation 

at a professional conference, may not be appropriate for 

publication in a TRANSACTIONS or JOURNAL. 
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IX. CONCLUSION 

This paper proposed a class of congestion control algorithms 

for networks with unicast and multicast sessions. The 

congestion control mechanism can be implemented in a 

decentralized manner and with a simple one bit-marking 

scheme. The marking scheme is simple: among all receivers 

whose rate equals to the rate of the multicast session, randomly 

select a receiver to send the ECN marks. The congestion 

control mechanism takes in to account the diverse user 

requirements when different receivers within a multicast 

session have different utility functions, but does not require the 

network to have any knowledge about the receiver utility 

functions. From this simulation, the performance of multicast 

sessions is better than the unicast session. Also more number of 

packets is received in the 1multicast session than the unicast 

session. 

In future, a new approach to multiple rate congestion control 

that leverages proven single rate congestion control methods by 

orchestrating an ensemble of independently controlled single 

rate sessions. A new scheme combines the benefits of single 

rate congestion control with the scalability and flexibility of 

multiple rates to provide a sound multiple rate multicast 

congestion control policy.  

. 
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