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Abstract: Cluster analysis is one of the prominent unsupervised learning techniques widely used to categorize the data items based on their
similarity. Mainly off-line and online analysis through clusters is more attractive area of research. But, high dimensional big data analysis is
always introducing a new dimension in the area of data mining. We have different variable selection methods for clustering of data like
density based, model based and criterion based variable selection methods. Because high dimensional cluster analysis is giving less accurate
results and high processing time when considering maximum dimensions. To overcome these issues dimensionality reduction techniques
have been introduced. Here, a million dollar questions are, which dimensions are to be considered? , what type of measures have to be
introduced? And how to evaluate the cluster quality based on those dimensions and measures? Proposed approach effectively answers these

questions by introducing Ensemble feature subset selection measure along with Extend leader follower algorithm to justify the proposal with

experimental evaluations.
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1. INTRODUCTION

Feature selection is generally used as a preprocessing
step to machine learning task. It is a process of selecting a best
subset of original features so that the feature space is optimally
reduced based on a certain evaluation criterion. Feature
selection has been an active field of research and development
since 1970’s and shown very effective in removing irrelevant
and redundant features, increasing efficiency in learning tasks,
improving learning performance like predictive accuracy, and
enhancing clarity of learned results.

In recent years, data has become gradually larger in
both rows (i.e., number of instances) and columns (i.e., number
of features) in lots of applications such as genome projects,
text categorization [3], image retrieval, and customer
relationship management. This multi dimensional data analysis
may cause serious challenge to many machine learning
algorithms  with respect to scalability and learning
performance. For example, high dimensional data (i.e., data
sets with hundreds or thousands of features), can contain high
degree of irrelevant and redundant features which may greatly
degrade the performance of learning algorithms. Therefore,
feature selection becomes a need for machine learning tasks
when considering multi dimensional data nowadays.

Because high dimensional cluster analysis is giving
less accurate results and high processing time when
considering maximum dimensions [1]. To overcome these
issues dimensionality reduction techniques have been
introduced. Here, a million dollar questions are, which
dimensions are to be considered? , what type of measures have

to be introduced? And how to evaluate the cluster quality based
on those dimensions and measures?

Feature selection algorithms can generally fall into either the
filter model or the wrapper model [9]. The filter model relies
on the basic characteristics of the training data to select some
features without considering any learning algorithm; therefore
it does not inherit any bias of a learning algorithm. The
wrapper model requires one predestined learning algorithm in
feature selection and uses its performance to calculate and
determine which features are selected. As for each new subset
of features, the wrapper model requires to find a hypothesis (or
a classifier). It tends to give better performance as it finds
features, those are appropriates to the predestined learning
algorithm, but it is computationally expensive [7]. When the
number of features becomes larger, then the filter model is
typically a choice due to its less computational complexity.

To include the advantages of both models, algorithms
in a hybrid model have been proposed to deal with high
dimensional data. In these algorithms, first, a goodness
measure of feature subsets based on data characteristics is used
to choose best subsets for a given cardinality, and then, cross
validation is exploited to decide a final best subset across
different cardinalities. These algorithms mainly focus on
combining filter and wrapper algorithms to achieve best
possible performance with a particular learning algorithm at
the same time complexity of filter algorithms.
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2. EXISTING SYSTEM

The existing system is a novel clustering based feature
subset selection algorithm for high dimensional data. The
algorithm involves i) removal of irrelevant features, ii)
constructing a minimum spanning tree from relative ones and
iii) partitioning Minimum Spanning Tree and selecting
representative features. In this algorithm, a cluster consists of
features. Each cluster is treated as a single feature and thus
dimensionality is reduced.

21 LIMITATION

Any single feature set selection algorithm is not
suppose enough to decide its result is more efficient than other
because it may fit or may not fit to heterogeneous nature of
data. So there is no exemption to the existing system also.
There is a need to find an adaptive and optimal solution for
feature subset selection for various data mining tasks such as
classification, clustering etc.

3. PROPOSED SYSTEM

The proposed system is a novel ensemble method of
variable selection. In this model more than one feature
selection method is used to get feature subsets. After selection
of feature subsets from multiple methods either majority voting
or intersection of all feature subsets to get more relevant
features will be selected for next data mining applications such
as clustering or classification.

3.1 ADVANTAGES

e Itis ensemble method of technique; hence we will get
best feature subset for clustering.

e Good feature subsets contain features highly correlated
with (predictive of) the class, yet uncorrelated with
(not predictive of) each other.

o It efficiently and effectively deals with both irrelevant
and redundant features, and obtains good feature
subset.

4. SYSTEM ARCHITECTURE
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Figure 1: Proposed Architecture

Where
FS- Feature Selection
FMF- Feature Merge Function
FSS- Feature Subset

The proposed approach built on two feature selection
algorithms called as FAST and Relief-F+kNN. The FAST
algorithm works in three steps. In the first step, it removes the
irrelevant features with the target class by using a threshold
value [6]. In the second step, features are separated into
clusters by using graph-theoretic clustering methods. In the
third step, the most representative feature that is stoutly related
to target classes is selected from each cluster to form a subset
of features. Features in different clusters are relatively
independent; the clustering-based strategy of FAST has a high
probability of producing a subset of features.

4.1 Algorithm-1: FAST

Input: D(Fy,F,, ..,Fn, C) — the given dataset
0 — the T-Relevance threshold.
Output: S — selected feature subset
/=== Partl: Irrelevant Features Removal ===
1 fori=1tomdo
2 T-Relevance = SU (F;, C)
3 if T-Relevance > 0 then
4 S=SU({FR}
//===Part2:Minimum Spanning Tree Construction===
5 G =NULL,; // G isacomplete graph
6 for each pair of features {F;', F;’} CS
do

7 F-Correlation = SU (F', )
8 add F'and/or Fj to G with F-Correlation as the

weight of the corresponding edge;
9 minSpanTree = Prim (G); // Using Prim’s

Algorithm to generate minimum spanning tree
//===Part3:Tree Partition and Representative Feature
selection===

10 Forest = minSpanTree;
11 for each edge Ej; € Forest do
12 if SU(Fy',F") < SU(F{',C) A SU (Fi',F;”)<SU (F;',C) then
13 Forest = Forest - Ej;,
14 S=0
15 for each tree T; € Forest do
16 Fg= argmax e 1i SU (Fi', C)
17 S=SU{Fg}
18 return S

RELIEF was originally proposed as an online feature
selection algorithm based on some heuristical intuitions [2].
Relief estimates are improved than usual statistical feature
estimates, like correlation or covariance because it considers
attribute interrelationships. Later it was extending as Relief-F
[8]. The original Relief can deal with nominal and numerical
attributes. However, it cannot deal with incomplete data and is
limited to two-class problems. Its extension, which solves these
and other problems, is called Relief-F.

The Composition of Relief-F + kNN gives good
results for feature sub set selection. This model randomly
select instance from given train dataset and then it will find k
nearest hit set called H and k nearest miss set called M. Based
on the these sets it updates the weight of the each feature by
considering the average value of the difference among Hit set
(H) and Miss set (M) with the current instance and current
attribute using any of the dissimilarity measure such as
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Euclidian or Manhattan distance [10]. The algorithm details are
as follows.

4.2 Algorithm-2: Relief-F + kNN

Input: for each training instance a vector of attribute values
and the class value
Output: the vector W of estimations of the qualities of
attributes
1. set all weights W[A] :=0.0;
2.for i=1 to m do begin
a. randomly select an instance R;
b.find k nearest hits H;;
c. for each class C # class(R;) do
i. from class C find k nearest misses M;(C);
d. for A=1to all_attributes do
WIA] :=WI[A] -Yj=" diff(A,R;,H;)/(m.K)
+ Zc#class(Ri)[P(C)/(l_(CIaSS(Ri)))
+Y -1 diff(AR; M{(C)/(m.K)
3. end;

Now proposed Ensemble Feature Selection Algorithm is
described as follows

4.3 Algorithm-3: Ensemble Feature Selection (EFS)

Input: Dataset,
Output: Feature Subsets FSS
1. FS1=KnnReliefF(Dataset, k)
2. FS2=FAST (Dataset)
3. Find FSS={FS1}N{FS2}
4. return FSS

In the first step of algorithm some subset of features
(FS1) are selected from Algorithm-1 and other sub set of
features (FS2) are selected from Second algorithm. This
algorithm filters both of the results by finding the common set
of attributes from both the results as final feature subset. This
final set can be used further for any data mining task;
In this paper these feature subset selection is used for clustering
of data items. Original Leader Algorithm has been proposed in
[4]. But there is a limitation in that approach. In original
algorithm every data instance is assigned to nearest leader if the
distance between current object and leader less than threshold.
But here already assigned objects don’t know about new
leaders. In that case if already assigned objects are more near to
any of a new leader then there should be provision to re-
assignment of that instance to the new leader and remove it
from current cluster [5]. Here is the algorithm with that
extension.

4.4 Algorithm-4: Adaptive Leader Election Algorithm

Input: Dataset, similarity threshold th
Output: Clusters
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1. FS=EFS(Dataset)
2. Extract first data instance and mark it as a leader and
append to leaders’ list
3. do for all instances Di=2ton
4.{
a. Calculate the distance with all leaders
b. Find the nearest leader
c. if(distance with nearest leader < th)

d.{
i. Assign it to the nearest leader
ii. Mark the cluster number
iii. Add it to member list of this cluster
iv. Increment member count of this cluster
e. }
f. else
9-{
i. Add it to leader list
ii.Increment leader counter, L=L+ 1
h.}
5}

6. Now again compare all the data instances with the
leaders excluding leader instances and leaders formed
before current instance to find the new nearest leader if
any when compared to the current leader.

7. If new leader is nearer than current one then remove the
instance from current cluster and assigned to new
cluster.

8. Evaluate the cluster quality.

Furthermore modified algorithm cannot be executed
for the entire leader set for each instance i.e. each data instance
is compared with those leaders which are created after current
home leader. So time complexity will be gradually decreased
based on the data instance creation timestamp. The proposed
method can also be applied for data in motion and it can handle
concept drift in such data streams also due to dynamic creation
of leaders. Thus it can be used for both online and offline
analysis. In this algorithm pre-processing is done at 3" step by
selecting the relevant feature subset related to underlying
concept. Due to dimensionality reduction this algorithm can
efficiently used for high dimensional datasets also. To justify
the proposed approach quality of each cluster is evaluated.

5. EXPERIMENTAL EVALUATIONS

Experiments are conducted on datasets downloaded
from UCI Machine Learning Repository. Test Datasets
includes Breast Cancer, 9Tumeors and KDDCup99. Those
datasets are selected in such a way so that some contain large
number of instances with low dimensions and some contain
high dimension with less instances and finally high dimensions
with large dataset size.

6. SCREENS
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Figure 2- : Loading of Dataset
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Figure 4- : Minimum Spanning Tree Partition
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7. CONCLUSION

Thus proposed approach effectively handles high
dimensional online and offline data with Ensemble feature
subset selection measure along with Adaptive Leader follower
algorithm to justify the proposal with experimental evaluations.

Feature work

includes concurrent execution of these

algorithms with multi-core systems as well as cloud
computing.
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