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Abstract 

Clustering techniques are used for automatically organizing or summarizing a large collection of text; there 

have been many approaches to clustering. As described below, for the purpose of the work, we are 

particularly interested in two of them: coclustering and constrained clustering. This thesis proposes a novel 

constrained coclustering method to achieve two goals. First, it combines information-theoretic coclustering 

and constrained clustering to improve clustering performance. Second, it adopts both supervised and 

unsupervised constraints to demonstrate the effectiveness of the algorithm.  

The unsupervised constraints are automatically derived from existing knowledge sources, thus saving the 

effort and cost of using manually labeled constraints. To achieve our first goal, we develop a two-sided 

hidden Markov random field (HMRF) model to represent both document and word constraints. It then used 

an alternating expectation maximization (EM) algorithm to optimize the model. It also proposes two novel 

methods to automatically construct and incorporate document and word constraints to support unsupervised 

constrained clustering. 1) Automatically construct document constraints 2) Automatically construct word 

constraints The results of the evaluation demonstrates the superiority of our approaches against a number of 

existing approaches.Unlike existing approaches, this thesis applies stop word removal, stemming and 

synonym word replacement to apply semantic similarity between words in the documents. In addition, 

content can be retrieved from text files, HTML pages as well as XML pages. Tags are eliminated from 

HTML files. Attribute name and values are taken as normal paragraph words in XML files and then 

preprocessing (stop word removal, stemming and synonym word replacement) is applied. 

Keywords: Constrained clustering, coclustering, unsupervised constraints, text clustering 

 

1  INTRODUCTION 

CLUSTERING  is a popular technique for 

automatically organizing or summarizing a large 

collection of text; there have been many 

approaches to clustering [1]. As described below, 

for the purpose of our work, we are particularly 

interested in two of them: coclustering and 

constrained clustering. Unlike traditional 

clustering methods that focus on 1D clustering, 

coclustering examines both document and word 

relationship at the same time. Previous studies 

have shown that coclustering is more effective 

than 1D clustering in many applications [2], [3], 

[4], [5]. 

 

In addition to coclustering approaches, researchers 

have also developed constrained clustering 

methods to enhance document clustering [6], [7]. 

However, since purely un-supervised document 

clustering is often difficult, most constrained 
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clustering approaches are semi-supervised, 

requiring the use of manually labeled 

constraints.To further enhance clustering 

performance, there has also been some effort on 

combining coclustering and constrained clustering 

[8], [9], [10]. However, there are two main 

deficiencies in the existing methods. First, they all 

optimize a sum squared residues-based objective 

function, which has been shown to be not as 

effective as KL-divergence [11]. Kullback-Leibler 

divergence (KL-divergence) on text is defined on 

two multinomial distributions and has proven to 

be very effective in coclustering text [11]. Second, 

they all use semi-supervised learning that requires 

ground-truth or human annotated labels to 

construct constraints. In practice, however, 

ground-truth labels are difficult to obtain, and 

human annotations are time consuming and costly. 

As a result, it is important to investigate methods 

that can automatically derive constraints based on 

existing knowl-edge sources. Next, we describe 

how we extend the work in [12] to address the 

above issues. 

 

When clustering textual data, one of the most 

important distance measures is document 

similarity. Since document similarity is often 

determined by word similarity, the semantic 

relationships between words may affect document 

clustering results. For example, sharing common 

named entities (NE) among documents can be a 

cue for clustering these documents together. 

Moreover, the relationships among vocabularies 

such as synonyms, antonyms, hypernyms, and 

hyponyms, may also affect the computation of 

document similarity. Consequently, introducing 

additional knowledge on documents and words 

may facilitate document clustering. To incorporate 

word and document constraints, we propose an 

approach called constrained information-theoretic 

coclustering (CITCC). It integrates constraints 

into the information theoretic coclustering (ITCC) 

framework [4], where KL-divergence is adopted 

to better model textual data. The constraints are 

modeled with two-sided hidden Markov random 

field (HMRF) regular-izations. We develop an 

alternating expectation maximization (EM) 

algorithm to optimize the model. As a result, 

CITCC can simultaneously cluster two sets of 

discrete random variables such as words and 

documents under the constraints extracted from 

both sides. In summary, the main contributions of 

this paper are twofold. 

 

.  We proposed a new constrained 

coclustering algo-ithm CITCC: 1) It performed 

better than the existing coclustering algorithms 

because it allows the system to incorporate 

additional constraints to guide the clustering 

towards the ground-truth; 2) it performed better 

than the existing 1D constrained clustering 

methods since it can take advantage of the co-

occurrences of documents and words; 3) it per-

formed better than the existing constrained 

coclustering approaches on text data since it 

optimizes a KL-divergence based objective 

function versus a euclidean distance-based 

function that is commonly used by other systems. 

 

. We proposed two novel methods to 

automatically construct and incorporate 

constraints into CITCC to help improve document 

clustering performance. Since both the constraints 

are automatically constructed by the system, it 

performs purely unsupervised document 

clustering. More specifically: 1) we automatically 

construct document constraints based on the 

overlapping named entities extracted by an NE 

extractor; 2) we automatically construct word 

constraints based on their semantic distance 

inferred from WordNet. We have also conducted 

comprehensive evaluations over two benchmark 

data sets and the evaluation results demonstrated 

the superority of our algorithm. 

In the rest of the paper, following a review of the 

existing works, we describe the details of the 

proposed CITCC approach and the two new 

algorithms to automatically construct word and 

document constraints from existing knowledge 

sources. We then describe how we evaluate the 

effectiveness of the proposed methods using both 

supervised and unsupervised constraints. Finally, 

we conclude the paper with a summary and our 

plans for future work. 

 

2  RELATED WORK 

 

Existing works that are most relevant to ours fall 

into three categories: coclustering, semi-

supervised clustering, and constrained 

coclustering with unsupervised constraints. In this 

section, we briefly summarize the works in each 

category. 

 

  

2.1. Coclustering  
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Most coclustering algorithms deal with dyadic 

data, e.g., the document and word co-occurrence 

frequencies. The dyadic data can be modeled as a 

bipartite graph, and then spectral graph theory is 

adopted to solve the partition problem [3]. The co-

occurrence frequencies can also be encoded in co-

occurrence matrices and then matrix factorizations 

are utilized to solve the clustering problem [5], 

[13]. The document and word co-occurrence can 

also be formulated as a two-sided generative 

model using a Bayesian interpretation [14], [15]. 

Moreover, Dhillon et al. [4] modeled the 

coclustering algorithm as an information-theoretic 

partition, which is mathematically equivalent to 

the empirical joint probability distribution of two 

sets of discrete random variables. Later, Banerjee 

et al. [11] extended this method to a general 

Bregman coclustering and matrix factorization 

framework. 

 

           

2.2. Semi-Supervised Clustering  

 

There are two types of semi-supervised clustering 

methods: semi-supervised clustering with labeled 

seeding points [16], [17], [18] and semi-

supervised clustering with labeled constraints 

[19], [20], [21], [22], [23], [7]. Constraint-based 

clustering methods often use pair wise constraints 

such as “must-links” and “cannot-links” to 

enhance unsupervised clustering algorithms. 

Although these constraints are also called “side-

information,” most of them are built on human 

provided labels and the clustering methods are 

thus considered as semi-supervised learning [6]. 

While the above semi-supervised methods are 

applicable to 1D clustering, we are more 

interested in coclustering. For text data, 

coclustering can not only show the relationship 

between document and word clusters, but also 

leverage the knowledge transferred between the 

two sides [24]. There are some initial efforts on 

extending the existing coclustering methods to 

semi-supervised coclustering and con-strained 

coclustering [8], [9], [10], [25]. Most of these 

methods are based on matrix factorizations that 

optimize a sum squared residues-based objective 

function. It has been reported that among the 

existing coclustering methods, the ITCC 

algorithm that uses KL-divergence is empirically 

more effective in analyzing sparse and high-

dimensional text data than those methods that use 

euclidean distance [11]. As a result, we focused 

this work on extending the ITCC framework to 

incorporate both document and word constraints. 

 

 

2.3.Unsupervised Constrained Clustering  

 

Recently, some research has been conducted to 

handle constraints automatically derived based on 

either human-provided meta data or existing 

knowledge sources (e.g., the ontology in 

Wikipedia, or the social tagging on images.) More 

specifically, Li et al. demonstrated that the ACM 

keyword taxonomy can help cluster scientific 

papers using a nonnegative matrix factorization 

(NMF) approach [26]. They suggested that the 

knowledge of scientific conference categories can 

be transferred from the word side to the document 

side. Moreover, Li et al. showed that sentiment 

words can help semi-supervised sentiment 

classification using NMF [27]. Yang et al. 

proposed a new algorithm to handle noisy 

constraints that are derived from the links between 

citations [28]. More recently, Shi et al. [25] 

proposed a constrained spectral coclustering 

approach which can also incorporate unsupervised 

word constraints. The method first conducts a 

coclustering algorithms on a fine-labeled corpus. 

Then it constructs the word constraints based on 

the word categories learned from the axillary 

corpus. 

 

Unlike these approaches, we add must-links for 

documents when two documents have many 

overlapped NEs. While for word constraints, we 

add must-links if the two words are close to each 

other semantically, which is measured by a 

WordNet-based semantic similarity. 

 

 

 

 

 

 

 

 

                  Fig. 1. Illustration of the HMRF
2
-

ITCC model. 

 

 

3. UNSUPERVISED CONSTRAINTS 

In this section, we show how to generate 

additional semantic constraints for clustering. 
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Specifically, we intro-duce named-entity-based 

document constraints and Word-Net relatedness-

based word constraints using the following 

approaches. 

               

3.1. Document Constraints  

In practice, document constraints constructed 

based on human annotations are difficult to 

obtain. To cope with this problem, in this work, 

we propose new methods to derive “good but 

imperfect” constraints using information auto-

matically extracted from either the content of a 

document (e.g., NE constraints) or existing 

knowledge sources (e.g., Wordnet constraints). 

For example, if two documents share the same 

people names such as “Barack Obama,” “Sarah 

Palin,” and “John McCain,” then both documents 

are probably about US politics, thus both are 

likely to be in the same document cluster. 

Similarly, if two documents share the same 

organization names such as “AIG,” “Lehman 

Brothers,” and “Merrill Lynch,” then both of them 

may be belong to the same document cluster about 

the financial markets. Consequently, the document 

must-link constraints can be constructed from the 

correlated named entities such as person, location, 

and organization. Specifically, if there are 

overlapping NEs in two documents and the 

number of overlapping NEs is larger than a 

predefined threshold, we may add a must-link to 

these documents. 

 

3.2.Word Constraints  

Besides named-entity-based document constraints, 

it is possible to incorporate additional lexical 

constraints de-rived from existing knowledge 

sources to further improve clustering results. In 

our experiment, we leverage the information in 

WordNet, an online lexical database [31], to 

construct word constraints. Specifically, the 

semantic distance of two words can be computed 

based on their relationships in WordNet. Since we 

can construct word must-links based on semantic 

distances, for example, we can add a word must-

link if the distance between two words is less than 

a threshold, additional lexical information can be 

seamlessly incorporated into the clustering 

algorithm to derive better word clusters. 

Moreover, since word knowledge can be 

transferred to the document side during 

coclustering, with additional word constraints, it is 

possible to further improve document clustering 

as well. 

 

4. EXPERIMENTS 

To evaluate the effectiveness of the proposed 

CITCC approach, we ran our experiments using 

the 20-newsgroups  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Test with different parameters  

data set
2
 and the SRAA data set.

3
 The 20-

newsgroups data set is a collection of 

approximately 20,000 newsgroups documents, 

partitioned evenly across 20 different news-

groups. The SRAA data set is a collection of 

73,218 UseNet articles from four discussion 

groups: simulated autoracing, simulated aviation, 

real autos, and real aviation. These data sets are 

often used as benchmarks for classification as well 

as semi-supervised learning. 

 

4.1 Newsgroups Data Set  

 

In this section, first we present some results on 

semi-supervised document clustering in which 

human annotated categories were used to derive 

document and word constraints. We want to 
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demonstrate the performance of the algorithm in 

ideal situations in which constraints were 

constructed from human-provided clean data. 

Then we present a few experiments to examine 

the performance of the algorithm in unsupervised 

document clustering in 

  

http://people.csail.mit.edu/~jrennie/20Newsgroups

/.  

                   

http://www.cs.umass.edu/~mccallum/code-

data.html.  

 

which the automatically derived noisy word and 

document constraints were used. 

 

         4.1.1  Semi-Supervised Document 

Clustering 

 

We first tested CITCC in a two-class document 

clustering setting where documents from two 

newsgroups (alt.athe-ism and comp.graphics) 

were used. There were 1,985 documents after 

removing the documents with less than five 

words. The vocabulary size was 11,149 after 

removing the words that appear in less than two 

documents. Each document was represented as a 

term frequency (TF)  

vector. In this experiment, we compared the 

performance of CITCC with that of several 

representative clustering algorithms such as 

Kmeans, constrained Kmeans (CKmeans) [22], 

Semi-NMF (SNMF) [34], constrained SNMF 

(CSNMF) [9], Tri-factorization of Semi-NMF 

(STriNMF) [9], constrained STriNMF 

(CSTriNMF) [9], and ITCC [4]. Among all the 

methods we tested, CKmeans, CSNMF, 

CSTriNMF, and CITCC are constrained clustering 

algorithms; STriNMF, CSTriNMF, ITCC, and 

CITCC are coclustering methods; and CSTriNMF 

and CITCC are constrained coclustering methods. 

For document con-straints, we added a must-link 

between two documents if they shared the same 

category label. We also added a cannot-link if two 

documents come from different news-groups. For 

the word constraints, after stop word removal, we 

counted the term frequencies of words in each 

news- 

group, and then chose the top 1,000 words in each 

group to randomly generate word pairs to add the 

word must-links. We did not use any word cannot-

links in our experiments. In the following 

experiments, the document cluster number was set 

to 2, the ground-truth number. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Effect of word cluster numbers (alt.atheism 

and comp.graphics). 

 

Parameters for CITCC as well as other 

constrained methods. Since the clustering results 

with fixed parameters were comparable to the best 

results with varied parameters, in the following 

experiments, we used fixed parameters. 

 

We also evaluated the effect of different word 

cluster numbers on document clustering 

performance. Fig. 3 shows the results of two 

coclustering algorithms CSTriNMF and CITCC 

with different word cluster numbers. It is shown 

that for this data set, more word clusters may not 

result in improved document clustering results 

when a sufficient number of word clusters is 

reached. For example, after reaching 8 for ITCC 

and 32 for CITCC, the NMI scores of ITCC and 

CITCC actually decreased when the number of 

word clusters further increased. In the rest of the 

experiments, we fixed the word cluster number to 

be twice the document cluster number. 

 

We then varied the number of document and word 

constraints in each experiment by randomly 

selecting a fixed number of constraints from all 

possible must-links and cannot-links to investigate 

their impact on clustering performance. Figs. 4 

shows the experiment results. Each x-axis 

represents the number of document constraints 

used in each experiment and y-axis the average 

NMI of five random trials. As shown in Fig. 4a, 

among all the methods we tested, CITCC 

consistently performed the best. It outperformed 

the nonconstrained coclustering algorithm ITCC 

significantly. Its clustering performance was also 

better than all the 1D clustering algorithms, 

regardless of the number of document constraints 
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used. Moreover, it was more effective than a 

known constrained coclustering algorithm 

CSTriNMF. The number of docu-ment constraints 

seems to have a significant impact on the 

performance. The more document constraints we 

added, the better the clustering results were. 

 

In addition, to evaluate the effect of the number of 

word constraints on the constrained coclustering 

perfor-mance, we evaluated three versions of the 

CITCC and CSTriNMF algorithms 1) CITCC and 

CSTriNMF: with only document constraints and 

no word constraints, 2) CITCC (5K) and 

CSTriNMF (5K): with document constraints plus 

5,000 word constraints, and 3) CITCC (10K) and 

CSTriNMF (10K): with document constraints plus 

10,000 word constraints. As shown in Fig. 4b, in 

general, more word constraints resulted in better 

clustering performance. The impact of the word 

constraints, however, was not as strong as that of 

the document constraints. 

 

4.1.2  Unsupervised Document Constraints 

 

In this experiment, the unsupervised document 

must-link constraints were automatically derived 

from NEs such as person, location, and 

organization. We used a state-of-the-art NE 

recognizer
4
 to find NEs in these documents. If 

there were some overlapping NEs in two 

documents and the number of overlapping NEs 

was larger than a threshold, then we added a must-

link between these documents. 

 

Before we present the evaluation results, we first 

examine the quality of the NE constraints. Table 1 

shows the related statistics. Here,“#NEs 

(mean(std))” represents the average number and 

standard deviation of over-lapping NEs in two 

documents that had a must-link; “#Must-links” is 

the total number of the added must-links based on 

overlapping NEs; and “Correct Percentage” 

indicates the percentage of all the correct must-

links that were added, the percentage of correct 

ones (the associated documents belong to the 

same newsgroup). “Similarity (mean(std))” 

indicates the average cosine similarity and the 

standard deviation among the documents with 

must-links. As shown in Table 1, increasing the 

number of over-lapping NEs required to add a 

must-link decreased the number of total must-

links added, increased the accuracy of the derived 

must-links, as well as increased the document 

similarities with must-links. Moreover, after the 

minimum number of required overlapping NEs 

reached 2, the quality of the derived must-links 

was quite high (95.6 percent). After that, the 

accuracy improvement became less significant, 

while the total number of must-links added 

continued to decrease significantly. 

 

 

To demonstrate how different methods utilized the 

additional NE constraints, we first tested them 

under the two-class setting (alt.atheism versus 

comp.graphics). Specifically, we compared the 

performance of the con-strained version of each 

algorithm with that of the nonconstrained version. 

The comparison results shown in Table 2 are the 

means and the standard deviations of the NMI 

scores across 30 random runs. The column no 

constraint represents the performance of the 

nonconstrained version of each method (i.e., 

Kmeans, SNMF, STriNMF, and ITCC). As shown 

in Table 2, among all the methods we tested, 

CITCC achieved the best performance (0.843). 

Under the non-parametric Mann-Whitney U test,
5
 

CITCC per-formed significantly better than ITCC. 

Moreover, for each method, the constrained 

version was able to take advantage of the 

additional NE constraints to improve its clustering 

performance over its nonconstrained version. In 

addition, if a must-link was added when at least 

one overlapping NE was detected, the 

performance of the constrained version was worse 

than that of the nonconstrained version. This 

seems to suggest that if we define the must-link 

constraints loosely (e.g., only at least 1 

overlapping NE is required to add a must-link), 

the additional NE constraints were too noisy for a 

constrained clustering system to achieve good 

performance. Furthermore, the automatically 

derived NE constraints were not as effective as the 

constraints constructed from category labels 

provided by human. To investigate the reason for 

this, we computed the average similarity of 

documents with must-links. As shown in 

 

http://nlp.stanford.edu/software/CRF-NER.shtml.  

http://en.wikipedia.org/wiki/Mann-Whitney_U.  

 

TABLE 1 

Statistics of NEs Constraints under a Two-Class 

Setting (alt.atheism versus comp.graphics) 

The average similarity and standard deviation of all documents in the two newsgroups is 0.033(2.212). 
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Table 1, the average document similarity 

increased as more overlapping NEs were required. 

This implies that the information encoded in the 

NE constraints may be mostly redundant to that 

encoded in the document similarity metric. In 

contrast, human-provided category labels may be 

less redundant and thus provide additional 

information (e.g., topic information) to guide the 

clustering towards the ground truth. 

 

We also tested the algorithms under all 190 two-

class clustering conditions for all 20 newsgroups. 

The number of overlapping NEs was set to be at 

least 3. The resulting number of must-link 

constraints and the correct percentage values are 

presented in Fig. 5. This data shows that, 

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 5.  Constraints versus correct percentage  

overall, the derived NE constraints were quite 

accurate. In most cases, over 95 percent of the 

derived NE constraints were correct. In addition, 

as shown in Figs. 6a and 6d, for all 190 cases, the 

NE constraints can help improve the clustering 

performance for both CKmeans and CITCC rather 

consistently. Moreover, for CITCC, the dots are 

concentrated at the upper right corner, thus 

indicating consistently high performance for both 

ITCC and CITCC. For the results in Figs. 6b and 

6c, however, the usefulness of NE constraints for 

CSNMF and CSTriNMF are less consistent. Many 

times the additional constraints actually hurt the 

performance.  

We speculate that this may be due to two factors. 

First, as shown in Table 2, the clustering results 

were quite sensitive to the number of overlapping 

NEs used in constructing the must-links, 

especially for CSNMF and CSTriNMF. Since we 

set the least number of overlapping NEs required 

to add a must-link to be the same for all the 

systems and across all the 190 test conditions, the 

results for CSNMF and CSTriNMF may not 

always be optimal. Second, we used the same 

tradeoff parameters in all experiments, which may 

not be optimal for CSNMF and CSTriNMF. 

 

4.1.3  Unsupervised Word Constraints 

In this experiment, the unsupervised word must-

link constraints were derived based on WordNet
6
 

[31], an online lexical resource widely used in the 

natural language processing (NLP) and text 

mining community. WordNet groups English 

words, primarily nouns and verbs, into sets of 

synonyms called synsets; it provides short, general 

definitions, and records the various semantic 

relations between these synonym sets, such as 

http://wordnet.princeton.edu. 
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Fig. 6. NE constraints results on 190 two-class clustering problems in the 20-newsgroups data set. 

TABLE 2 

 

Comparison of NE Constraints for Different Algorithms under a Two-Class Setting (alt.atheism versus 

comp.graphics) 

 

 

 

 

 

 

 

 

hypernyms, hyponyms, and meronyms. Both 

nouns and verbs are organized into hierarchies, 

defined by hypernym relations. The semantic 

relatedness between words can be measured based 

on the word hierarchies in the Wordnet. For 

example, the shortest path between two words can 

be used to measure the semantic distance between 

them. As a result, we can utilize the semantic 

relatedness between words to derive word must-

link constraints. For simplification, in this 

experiment, we only considered nouns.In the 

experiments, to obtain the word must-links, we 

selected semantically related words based on their 

Word-Net distance. The semantic distance 

between two words is computed as follows: 

Locate the common parent cp of words w1 and w2. 

If one exists, check each sense of each lemma; if 

one is not found, return 1.0. 

 

 . http://www.rednoise.org/rita/wordnet.  
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Fig. 7. Word constraints with different WordNet 

distances.  

performed better than ITCC, their difference, 

however, was not statistically significant. This 

may be because the semantic relatedness 

information in WordNet is very noisy. For 

example, the word “bank” can be a financial 

institute or a “river bank.” In terms of semantic 

relatedness, the distance between “bank” as a 

financial institute and “money” is small while the 

distance between “bank” as in “river bank” and 

“money” is big. Without word-sense 

disambiguation, it is difficult to accurately 

compute semantic relatedness. 

 

 

4.2.SRAA Data Set  

 

In the SRAA data set, there are originally four 

classes, including simulated autoracing, simulated 

aviation, real autos, and real aviation. The data set 

contains 73,218 articles in total, and we sampled 5 

percent of the data to derive a test collection 

whose size is comparable to the 20-newsgroups 

data set. After performing stop word and short 

document removal, we obtained 3,603 documents 

for clustering. The vocabulary size was 10,460.  

 

 

 

 

 

 

 

 

 

The document cluster number was set to 4, the 

ground truth number, and the word cluster number 

was empirically set to 8. All parameters were the 

same as those used in the 20-newsgroups 

experiments. Here, we focus on verifying the 

effect of the NE-based document constraints and 

WordNet-based word constraints for unsupervised 

document clustering. 

 

 

 

4.2.1  Unsupervised Document Constraints 

 

 

If the semantic distance between two words was 

less than a predefined threshold, we added a must-

link between them. We evaluated the effectiveness 

of WordNet-based must-links using the data from 

two newsgroups (alt.atheism and comp.graphics). 

There were 4,680 nouns among all the 11,149 

vocabulary words. As shown in Fig. 7. the number 

of constraints increased exponentially when the  

 

 

threshold value was increased. We further tested 

the clustering results of CSTriNMF and CITCC 

by varying the distance thresholds from 0.05 to 

0.5. The NMI values as well as the numbers of 

word constraints are presented in Table 3 with 

different distance thresholds. We can see that 

small distance values seem to improve the 

document clustering results since they will result 

in more reliable word must-links. In contrast, 

large threshold values often introduce noise which 

makes the clustering performance worse. 

CSTriNMF performed sig-nificantly better than 

STriNMF. Although CITCC in average We tested 

the SRAA data set using the same parameters as 

those used in Section 5.1.2. Table 4 shows the 

statistics of the corresponding NE constraints. 

Similar to the results on the 20-newsgroups data, 

when we increased the number of overlapping 

NEs, the number of must-links decreased, while 

the precision of the derived must-links increased. 
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It seems that the number of overlapping NEs in 

the SRAA data set was much less than that in the 

20-newsgroups data. For example, when we set 

the threshold to 11, there was only 1 must-link 

added to the documents. This may be due to the 

nature of the data set. In general, news groups 

have more information on people, locations and 

organizations. The clustering results of the SRAA 

data set is in Table 5. As shown in the results, 

CITCC outperformed the all the other methods. It 

is also shown that the constraints were noisy when 

the overlapping NE threshold was set to 1. 

TABLE 3 

 

Comparison of Different Algorithms with 

Different WordNet Distance Thresholds for the 

Two-Newsgroups (alt.atheism versus 

comp.graphics) Data Set 

 

 

 

 

 

 

 

þ= _ ” represent the statistical significance of the 

difference between the constrained version and 

unconstrained version of a method based on 

Mann-Whitney U test. “+” means the constrained 

version is significant better than unconstrained 

version with p < 0:05 and “_” means the 

unconstrained version is significant better than 

constrained version with p < 0:05. 

 

TABLE 4 

Statistics of NEs Constraints of the SRAA Data 

Set 

 

 

 

 

 

 

TABLE 5 

Comparison of NE Constrains for  

 

 

 

 

 

 

 

 

 

 

Different Algorithms on the SRAA Data Set  

 

“þ= _ ” represent the statistical significance of the 

difference between the constrained version and 

unconstrained version of a method based on 

Mann-Whitney U test. “+” means the constrained 

version is significant better than unconstrained 

version with p < 0:05 and “_” means the 

unconstrained version is significant better than 

constrained version with p < 0:05. 

 

 

’þ= _ ” represent the statistical significance of the 

difference between the constrained version and  

unconstrained version of a method based on 

Mann-Whitney U test. “+” means the constrained 

version is significant better than unconstrained 

version with p < 0:05 and “_” means the 

unconstrained version is significant better than 

constrained version with p < 0:05. 

 

 

4.2.2  Unsupervised Word Constraints 

 

To test the effects of unsupervised word constraints 

using the SRAA data set, we focused on 4,327 nouns 
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among the 10,460 vocabulary words. The clustering 

results with different threshold values are shown in 

Table 6. We can see that the number of constraints 

also increased significantly when we increased the 

threshold of WordNet distance. The clustering 

results were better when the threshold was smaller, 

e.g., smaller than 0.1. Similar to the results obtained 

from the 20-newsgroups data, when the threshold 

was increased, the derived constraints also became 

more noisy, which hurt the performance of 

constrained clustering. 

 

 

5. CONCLUSION AND FUTURE  WORK 
 

In this paper, we have demonstrated how to 

construct various document and word constraints 

and apply them to the constrained coclustering 

process. We proposed a novel constrained 

coclustering approach that automatically in-

corporates various word and document constraints 

into information-theoretic coclustering. Our 

evaluations on two benchmark data sets 

demonstrated the effectiveness of the proposed 

method for clustering textual documents. 

Furthermore, our algorithm consistently 

outperformed all the tested constrained clustering 

and coclustering methods under different conditions. 

 

 

 

There are several directions for future research. Our 

investigation of unsupervised constraints is still 

preliminary. 

 

We will further investigate whether better text 

features that can be automatically derived by using 

natural language processing or information 

extraction tools. We are also interested in applying 

CITCC to other text analysis applica-tions such as 

visual text summarization. 
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